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1 Introduction

Riemann–Liouville left-sided and right-sided fractional integral operators of order α ∈ (0, 1),
denoted by I1−α

0+ and I1−α
1− , respectively, are two special linear Volterra integral operators with

the kernel
k(x, y) =

1
|x− y|α . (1.1)

The kernel k is singular at each (x, x) and the singularities often make it difficult to study
problems such as continuity and compactness of these operators defined in subspaces of
L1(0, 1).

It is well known that I1−α
0+ is bounded from Lp(0, 1) to Lp(0, 1) for each p ∈ [1, ∞], and

from Lp(0, 1) to C[0, 1] for each p ∈ ( 1
1−α , ∞], see [6, Theorem 2.6], [11, Theorem 12], [20,

Theorem 3.6] and [23, Proposition 3.2 (1) and (3)]. It is implicitly proved in [6, Theorem 6.1]
that I1−α

0+ is compact from C[0, 1] to C[0, 1] and in [22, Theorem 4.8] that I1−α
0+ is compact from

D ⊂ C[0, 1]→ P, where D is a subset of C[0, 1] and P is the standard positive cone in C[0, 1].
In this paper, we prove that both I1−α

0+ and I1−α
1− are compact from Lp(0, 1) to C[0, 1] for

each p ∈
( 1

1−α , ∞
]
. This allows one to study the existence of solutions of the initial or
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boundary value problems for nonlinear fractional differential equations with discontinuous
nonlinearities by applying the fixed point theorems or fixed point index theories. We refer to
[2–6, 8–10, 13, 15, 18, 19, 21–27] for the study of these nonlinear problems.

To study the compactness of I1−α
0+ , we first study compactness of the following two linear

Hammerstein integral operators L and L :

Lv(x) =
∫ 1

0
k(x, y)v(y) dy for each x ∈ [0, 1], (1.2)

and

L v(x) =
∫ 1

0
σ(x, y)k(x, y)v(y) dy for each x ∈ [0, 1], (1.3)

where k : [0, 1]× [0, 1] \D → R has singularities in a subset

D = {(x, y) : x ∈ [0, 1], y ∈ D(x)}

to be defined in Section 2, and σ(x, y) = sgn(x− y). It is not trivial to prove compactness of
these operators due to the singularities of k on D .

Under suitable assumptions on k, we prove that both L and L map Lp(0, 1) to C[0, 1]
and are compact for p ∈ [1, ∞]. In particular, when D = {(x, x) : x ∈ [0, 1]}, we show that
I1−α
0+ and I1−α

1− are proportional to the sum and substraction of the two operators Lα and Lα,
respectively, where Lα and Lα are the two operators L and L with the kernel k defined in
(1.1). When p ∈

( 1
1−α , ∞

]
, these relations are used to derive compactness of I1−α

0+ and I1−α
1−

from the compactness of Lα and Lα. As applications of compactness of I1−α
0+ , we show that the

spectral radius of I1−α
0+ is 0, and I1−α

0+ has no eigenfunctions.

2 Compactness of linear integral operators

In this section, we study the following two linear Hammerstein integral operators

Lv(x) =
∫ 1

0
k(x, y)v(y) dy for each x ∈ [0, 1], (2.1)

where the kernel k is allowed to have singularities on [0, 1]× [0, 1] and

L v(x) =
∫ 1

0
σ(x, y)k(x, y)v(y) dy for each x ∈ [0, 1], (2.2)

where σ : [0, 1]× [0, 1]→ R is defined by

σ(x, y) = sgn(x− y) =


1 if y < x,

0 if y = x,

−1 if x < y.

(2.3)

Unless stated otherwise, p, q ∈ [1, ∞] are the conjugate indices, that is, they satisfy the follow-
ing condition:

1/p + 1/q = 1, (2.4)

where if p = ∞, then q = 1 and if p = 1, then q = ∞.
We denote by Lp[0, 1] and Lp

+[0, 1] the Banach space of functions for which the pth power
of the absolute values are Lebesgue integrable with the norm ‖ · ‖Lp(0,1), and its positive cone,
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respectively, and by C[0, 1] the Banach space of all continuous functions from [0, 1] to R with
the maximum norm denoted by ‖ · ‖C[0,1] or ‖ · ‖.

Let X, Y be Banach spaces. Recall that a linear map L : X → Y is said to be compact if L is
continuous and L(S) is compact for each bounded subset S ⊂ X.

Assume that for each x ∈ [0, 1], there exists a subset D(x) of [0, 1] satisfying meas(D(x)) =
0. Let

D = {(x, y) : x ∈ [0, 1], y ∈ D(x)}.

It is easy to verify that (x, y) ∈ [0, 1]× [0, 1] \D if and only if x ∈ [0, 1] and y ∈ [0, 1] \ D(x).

Theorem 2.1. Let p, q ∈ [1, ∞] satisfy (2.4). Assume that k : [0, 1]× [0, 1] \D → R satisfies the
following conditions.

(i) For each x ∈ [0, 1], k(x, ·) : [0, 1] \ D(x)→ R satisfies k(x, ·) ∈ Lq(0, 1).

(ii) For each τ ∈ [0, 1], limx→τ ‖k(x, ·)− k(τ, ·)‖Lq(0,1) = 0.

Then the map L defined in (2.1) maps Lp(0, 1) to C[0, 1] and is compact.

Proof. Let v ∈ Lp(0, 1). By the condition (i) we have

|Lv(x)| =
∣∣∣∫ 1

0
k(x, y)v(y) dy

∣∣∣ ≤ ‖k(x, ·)‖Lq(0,1)‖v‖Lp(0,1) < ∞ for each x ∈ [0, 1]

and Lv is well defined on [0, 1]. For τ, x ∈ [0, 1], we have

|Lv(x)− Lv(τ)| ≤
∫ 1

0
|k(x, y)− k(τ, y)||v(y)| dy

≤ ‖k(x, ·)− k(τ, ·)‖Lq(0,1)‖v‖Lp(0,1). (2.5)

It follows from the condition (ii) that Lv ∈ C[0, 1] for v ∈ Lp(0, 1) and the first part of the
result holds.

We define a map K : [0, 1]→ Lq(0, 1) by

K (x) = k(x, ·).

Then the conditions (i) and (ii) are equivalent to the fact that K : [0, 1]→ Lq(0, 1) is continu-
ous. Hence, ‖K (·)‖Lq(0,1) : [0, 1]→ R+ is continuous, and thus

M1 := max{‖k(x, ·)‖Lq(0,1) : x ∈ [0, 1]} < ∞.

Let S ⊂ Lp(0, 1) be a bounded set in Lp(0, 1). Then

M2 := max{‖v‖Lp(0,1) : v ∈ S} < ∞.

Hence, for v ∈ S and x ∈ [0, 1],

|Lv(x)| ≤
∫ 1

0
|k(x, y)||v(y)| dy ≤ ‖k(x, ·)‖Lq(0,1)‖v‖Lp(0,1) ≤ M1M2 < ∞.

Hence, ‖Lv‖C[0,1] ≤ M1M2 and L(S) is bounded in C[0, 1]. By (2.5), we have for v ∈ S and
τ, x ∈ [0, 1],

|Lv(x)− Lv(τ)| ≤ M2‖k(x, ·)− k(τ, ·)‖Lq(0,1).
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It follows from the condition (ii) that L(S) is equicontinuous. By the Ascoli–Arzelà Theorem,
L(S) is compact.

Let {vn} ⊂ Lp(0, 1) and v ∈ Lp(0, 1) such that ‖vn − v‖Lp(0,1) → 0. Then we have for
x ∈ [0, 1],

|Lvn(x)− Lv(x)| ≤
∣∣∣∣∫ 1

0
|k(x, y)||vn(y)− v(y)| dy

∣∣∣∣ ≤ ‖k(x, ·)‖Lq(0,1)‖vn − v‖Lp(0,1)

and
‖Lvn − Lv‖C[0,1] ≤ M1‖vn − v‖Lp(0,1) → 0.

Hence, L : Lp(0, 1)→ C[0, 1] is continuous and thus, is compact.

The compactness result of Theorem 2.1 with q = 1 is closely related to [17, Lemma 2.1].

Lemma 2.2. Assume that k : [0, 1] × [0, 1] \ {(x, x) : x ∈ [0, 1]} → R satisfies the following
condition.

(H) There exists q ∈ [1, ∞] such that for each x ∈ [0, 1], k(x, ·) ∈ Lq(0, 1).

Then the following assertions hold.

(1) If q ∈ [1, ∞) and

lim
x→τ
‖k(x, ·)− k(τ, ·)‖Lq(0,1) = 0 for some τ ∈ [0, 1], (2.6)

then
lim
x→τ
‖σ(x, ·)k(x, ·)− σ(τ, ·)k(τ, ·)‖Lq(0,1) = 0. (2.7)

(2) If q ∈ [1, ∞] and k(x, y) ≥ 0 for x, y ∈ [0, 1] with x 6= y and then (2.7) implies (2.6).

Proof. (1) Let q ∈ [1, ∞). Let x, τ, y ∈ [0, 1] with x 6= y and τ 6= y. If τ < x, then

σ(x, y)− σ(τ, y) =


0 if y < τ,

2 if τ < y < x,

0 if x < y.

(2.8)

If x < τ, then

σ(x, y)− σ(τ, y) =


0 if y < x,

−2 if x < y < τ,

0 if x < τ < y.

(2.9)

For x, τ, y ∈ [0, 1] with x 6= y and τ 6= y, let

Φ(x, τ, y) = σ(x, y)k(x, y)− σ(τ, y)k(τ, y).

Then

|Φ(x, τ, y)|q ≤
[
|σ(x, y)||k(x, y)− k(τ, y)|+ |k(τ, y)||σ(x, y)− σ(τ, y)|

]q

≤
[
|k(x, y)− k(τ, y)|+ |k(τ, y)||σ(x, y)− σ(τ, y)|

]q

≤ |k(x, y)− k(τ, y)|q + |k(τ, y)|q|σ(x, y)− σ(τ, y)|q. (2.10)
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Assume that (1) holds. If x, τ, y ∈ [0, 1] with x 6= y, τ 6= y and τ < x, then by (2.8) and (2.10),
we have∫ 1

0
|Φ(x, τ, y)|q ≤

∫ 1

0
|k(x, y)− k(τ, y)|q + |k(τ, y)|q|σ(x, y)− σ(τ, y)|q dy

=
∫ 1

0
|k(x, y)− k(τ, y)|q dy +

∫ 1

0
|k(τ, y)|q|σ(x, y)− σ(τ, y)|q dy

=
∫ 1

0
|k(x, y)− k(τ, y)|q dy +

∫ x

τ
|k(τ, y)|q|σ(x, y)− σ(τ, y)|q dy

=
∫ 1

0
|k(x, y)− k(τ, y)|q dy + 2q

∫ x

τ
|k(τ, y)|q dy.

This, together with the condition (H) implies

lim
x→τ+

∫ 1

0
|Φ(x, τ, y)|q ≤ lim

x→τ+

∫ 1

0
|k(x, y)− k(τ, y)|q dy + 2q lim

x→τ+

∫ x

τ
|k(τ, y)|q dy = 0

and limx→τ+

∫ 1
0 |Φ(x, τ, y)|q = 0. Similarly, if x < τ, by using (2.9) and (2.10), we have

limx→τ−
∫ 1

0 |Φ(x, τ, y)|q = 0. It follows that (2.7) holds.

(2) Let q ∈ [1, ∞]. Since k(x, y) ≥ 0 for x, y ∈ [0, 1] with x 6= y,∣∣∣σ(x, y)k(x, y)
∣∣∣ = k(x, y) for x, y ∈ [0, 1] with x 6= y.

Hence, we have for x, τ, y ∈ [0, 1] with x 6= y and τ 6= y,∣∣∣k(x, y)− k(τ, y)
∣∣∣ = ∣∣∣|σ(x, y)k(x, y)| − |σ(τ, y)k(τ, y)|

∣∣∣
≤
∣∣∣σ(x, y)k(x, y)− σ(τ, y)k(τ, y)

∣∣∣. (2.11)

If q = ∞, then by (2.11), we have

lim
x→τ
‖k(x, ·)− k(τ, ·)‖L∞(0,1) ≤ lim

x→τ
‖σ(x, ·)k(x, ·)− σ(τ, ·)k(τ, ·)‖L∞(0,1). (2.12)

If q ∈ [1, ∞), then by (2.11), we have∣∣∣k(x, y)− k(τ, y)
∣∣∣q = ∣∣∣|σ(x, y)k(x, y)| − |σ(τ, y)k(τ, y)|

∣∣∣q
≤
∣∣∣σ(x, y)k(x, y)− σ(τ, y)k(τ, y)

∣∣∣q
and

lim
x→τ
‖k(x, ·)− k(τ, ·)‖Lq(0,1) ≤ lim

x→τ
‖σ(x, ·)k(x, ·)− σ(τ, ·)k(τ, ·)‖Lq(0,1). (2.13)

By (2.7), (2.12) and (2.13), we see that (2.6) holds.

By Theorem 2.1 and Lemma 2.2, we obtain the following results.

Theorem 2.3. Let q ∈ [1, ∞) and p ∈ (1, ∞] satisfy (2.4). Assume that k : [0, 1]× [0, 1] \ {(x, x) :
x ∈ [0, 1]} → R+ satisfies the conditions (i) and (ii) of Theorem 2.1. Then the maps L defined in (2.1)
and L defined in (2.2) map Lp(0, 1) to C[0, 1] and are compact.
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Proof. By Theorem 2.1 with D = {(x, x) : x ∈ [0, 1]}, L maps Lp(0, 1) to C[0, 1] and is compact.
By (H), σ(x, ·)k(x, ·) ∈ Lq(0, 1). By Lemma 2.2 (1), Theorem 2.1 (ii) implies (2.7) holds for
each τ ∈ [0, 1]. Hence, σk satisfies the conditions (i) and (ii) of Theorem 2.1. It follows from
Theorem 2.1 that L maps Lp(0, 1) to C[0, 1] and is compact.

Theorem 2.4. Assume that k : [0, 1] × [0, 1] \ {(x, x) : x ∈ [0, 1]} → R+ satisfies the following
conditions.

(i) For each x ∈ [0, 1], k(x, ·) ∈ L∞(0, 1).

(ii) For each τ ∈ [0, 1], limx→τ ‖σ(x, ·)k(x, ·)− σ(τ, ·)k(τ, ·)‖L∞(0,1) = 0.

Then the maps L defined in (2.1) and L defined in (2.2) map L1(0, 1) to C[0, 1] and are compact.

Proof. By the condition (i), σ(x, ·)k(x, ·) ∈ L∞(0, 1). This, together with the condition (ii),
shows that σk satisfies the conditions (i) and (ii) of Theorem 2.1 with D = {(x, x) : x ∈ [0, 1]}.
It follows from Theorem 2.1 that L maps L1(0, 1) to C[0, 1] and is compact. By Lemma 2.2
(2), the condition (ii) implies that k satisfies Theorem 2.1 (ii). Hence, k satisfies Theorem 2.1
(i) and (ii) with q = ∞. It follows from Theorem 2.1 that L maps L1(0, 1) to C[0, 1] and is
compact.

As applications of the above results, we study the following two specific linear Hammer-
stein integral operators:

Lαv(x) =
∫ 1

0

1
|x− y|α v(y) dy for each x ∈ [0, 1] (2.14)

and

Lαv(x) =
∫ 1

0

σ(x, y)
|x− y|α v(y) dy for each x ∈ [0, 1], (2.15)

where α ∈ (0, 1).
We first prove the following result.

Lemma 2.5.

(1) If α ∈ (0, 1), then∫ 1

0

1
|x− y|α dy =

1
1− α

[
x1−α + (1− x)1−α

]
for each x ∈ [0, 1]

and ∫ 1

0

σ(x, y)
|x− y|α dy =

1
1− α

[
x1−α − (1− x)1−α

]
for each x ∈ [0, 1].

(2) If α ∈ [1, ∞), then
∫ 1

0
1

|x−y|α dy = ∞ for each x ∈ [0, 1].

Proof. (1) Let α ∈ (0, 1) and x ∈ [0, 1]. Then

∫ 1

0

1
|x− y|α dy =

∫ x

0

1
(x− y)α

dy +
∫ 1

x

1
(y− x)α

dy =
x1−α

1− α
+

(1− x)1−α

1− α
.

Similarly, the second equality holds.
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(2) Let α ∈ [1, ∞), x ∈
[
0, 1

2

]
and z = y− x for y ∈ [0, 1]. Then x ≤ 1− x and

∫ 1

0

1
|x− y|α dy =

∫ 1−x

−x

1
|z|α dz ≥

∫ x

−x

1
|z|α dz = 2

∫ x

0

1
zα

dz = ∞.

Let x ∈
( 1

2 , 1
]

and let z = y− x for y ∈ [0, 1]. Then −x < −(1− x) and

∫ 1

0

1
|x− y|α dy =

∫ 1−x

−x

1
|z|α dz ≥

∫ 1−x

−(1−x)

1
|z|α dz = 2

∫ 1−x

0

1
zα

dz = ∞.

The following result gives an application of Theorem 2.3.

Theorem 2.6. Let α ∈ (0, 1) and p ∈
( 1

1−α , ∞
]
. Then the maps Lα defined in (2.14) and Lα defined

in (2.15) map Lp(0, 1) to C[0, 1] and are compact.

Proof. Let p ∈
( 1

1−α , ∞
]

and q ∈
[
1, 1

α

)
satisfy (2.4). We define k : [0, 1]× [0, 1] \ {(x, x) : x ∈

[0, 1]} → R by

k(x, y) =
1

|x− y|α . (2.16)

Since αq ∈ (0, 1), by Lemma 2.5 (1), we have for each x ∈ [0, 1],

∫ 1

0
|k(x, y)|q dy =

∫ 1

0

1
|x− y|αq dy < ∞.

Hence, k(x, ·) ∈ Lq(0, 1) for each x ∈ [0, 1] and Theorem 2.2 (i) holds. Let τ ∈ (0, 1) and
δ1 ∈

(
0, min{τ, 1− τ}

)
. Let

ε ∈
(

0,
24−αqδ

1−αq
1

1− αq

)
, δε =

[
ε(1− αq)

24−αq

] 1
1−αq

and δ ∈ (0, δε).

Then δ < δε < δ1 < 1
2 . For x, y ∈ [0, 1] with x 6= y and y 6= τ, let

k(x, y)− k(τ, y) =
1

|x− y|α −
1

|τ − y|α .

Let D1 = {x ∈ [0, 1] : |x− τ| ≤ δ} × [0, τ − δε] ∪ [τ + δε, 1]. Then D1 is closed and

|x− y| ≥ |y− τ| − |x− τ| ≥ δε − δ > 0 for (x, y) ∈ D1.

Hence, k : D1 → R is uniformly continuous on D1. Let σ ∈
(
0, 1

2(1−2δε)

)
. It follows that there

exists δ∗ ∈ (0, δ) such that when |x− τ| < δ∗,

|k(x, y)− k(τ, y)|q < σε for y ∈ [0, τ − δε] ∪ [τ + δε, 1].

Hence, when |x− τ| < δ∗, we have

∫ τ−δε

0
|k(x, y)− k(τ, y)|q dy +

∫ 1

τ+δε

|k(x, y)− k(τ, y)|q dy

≤ σε(τ − δε) + σε(1− τ − δε) = σε(1− 2δε) <
ε

2
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and∫ τ+δε

τ−δε

|k(x, y)|q dy =
∫ τ+δε

τ−δε

1
|x− y|αq dy =

∫ τ−x+δε

τ−x−δε

1
|u|αq du

≤
∫ δ∗+δε

−(δ∗+δε)

1
|u|αq du = 2

∫ δ∗+δε

0

1
uαq du =

2(δ∗ + δε)1−αq

1− αq
<

2(2δε)1−αq

1− αq

=
22−αq

1− αq
ε(1− αq)

24−αq =
ε

4
.

This implies that when |x− τ| < δ∗,∫ 1

0
|k(x, y)− k(τ, y)|q dy

=
∫ τ−δε

0
|k(x, y)− k(τ, y)|q dy +

∫ 1

τ+δε

|k(x, y)− k(τ, y)|q dy +
∫ τ+δε

τ−δε

|k(x, y)− k(τ, y)|q dy

<
ε

2
+
∫ τ+δε

τ−δε

(
|k(x, y)|+ |k(τ, y)|

)q dy

<
ε

2
+
∫ τ+δε

τ−δε

|k(x, y)|q dy +
∫ τ+δε

τ−δε

|k(τ, y)|q dy

=
ε

2
+
∫ τ+δε

τ−δε

1
|x− y|αq dy +

∫ τ+δε

τ−δε

1
|τ − y|αq dy <

ε

2
+

ε

4
+

ε

4
= ε.

Hence,

lim
x→τ

∫ 1

0
|k(x, y)− k(τ, y)|q dy = 0

and Theorem 2.2 (ii) holds. The proofs are similar if τ = 0 or τ = 1. The result follows from
Theorem 2.3.

3 Compactness of Riemann–Liouville fractional integral operators

Let a, b ∈ R with a < b and ϕ : [a, b] → R be a measurable function. The Riemann–Liouville
left-sided fractional integral operator of order α ∈ (0, ∞) is defined by

Iα
a+ ϕ(x) :=

1
Γ(α)

∫ x

a

ϕ(y)
(x− y)1−α

dy for each x ∈ [a, b], (3.1)

provided the Lebesgue integral on the right side of (3.1) exists for almost every (a.e.) x ∈ [a, b],
and Γ is the standard Gamma function defined by

Γ(α) =
∫ ∞

0
xα−1e−x dx,

see [6, p. 13], [14, p. 69] and [20, p. 33]. Similarly, the Riemann–Liouville right-sided fractional
integral operator of order α ∈ (0, ∞) is defined by

Iα
b−ϕ(x) :=

1
Γ(α)

∫ b

x

ϕ(y)
(y− x)1−α

dy for each x ∈ [a, b], (3.2)

provided the Lebesgue integral on the right side of (3.2) exists for a.e. x ∈ [a, b]. Hardy and
Littlewood [11] called these integrals ‘right- handed’ integral ‘with origin a’, and ‘left-handed’
integral ‘with origin b’, respectively.
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Note that in (3.1), we still use the symbol Iα
a+ ϕ(x) to denote the Lebesgue integral on the

right side of (3.2) at x even when the integral does not exist at x. Hence, we treat (3.1) to hold
for each x ∈ [a, b]. Similarly, we treat (3.2) to hold for each x ∈ [a, b].

It is well known that both Iα
a+ and Iα

b− map L1(0, 1) to L1(0, 1), see [6, Theorem 2.1], [14,
Lemma 2.1], [20, Theorem 2.6], [14, Lemma 2.1] and [20, Theorem 2.6].

We only use Iα
0+ and Iα

1− to denote the following operators:

Iα
0+ ϕ(x) :=

1
Γ(α)

∫ x

0

ϕ(y)
(x− y)1−α

dy for each x ∈ [0, 1], (3.3)

and

Iα
1−ϕ(x) :=

1
Γ(α)

∫ 1

x

ϕ(y)
(y− x)1−α

dy for each x ∈ [0, 1]. (3.4)

We give the following relationships among the above operators given in (3.1), (3.2), (3.3)
and (3.4). They are well known to experts, but we give the proofs for completeness because
we have not found them anywhere else.

Proposition 3.1. Let ϕ ∈ L1(a, b) and let

t(x) = (1− x)a + xb for each x ∈ [0, 1]. (3.5)

and
(ϕ(t))(x) = ϕ(t(x)) for a.e. x ∈ [0, 1]. (3.6)

Then the following assertions hold.

(1) If (Iα
a+ ϕ)(t(x)) exists for some x ∈ [0, 1], then

(Iα
a+ ϕ)(t(x)) = (b− a)α(Iα

0+(ϕ(t))(x). (3.7)

(2) If (Iα
b−ϕ)(t(x)) exists for some x ∈ [0, 1], then

(Iα
b−ϕ)(t(x)) = (b− a)α(Iα

1−(ϕ(t))(x). (3.8)

Proof. Let ϕ ∈ L1(a, b) and let y = t(x) for x ∈ [0, 1]. Then∫ b

a
|ϕ(y)| dy = (b− a)

∫ 1

0
|ϕ(t(x))| dx = (b− a)

∫ 1

0
|(ϕ(t))(x)| dx

This implies ϕ(t) ∈ L1(0, 1).

(1) Assume that (Iα
a+ ϕ)(t(x)) exists for some x ∈ [0, 1]. Then by (3.1), we have

(Iα
a+ ϕ)(t(x)) =

1
Γ(α)

∫ t(x)

a

ϕ(s)
(t(x)− s)1−α

ds. (3.9)

Let s = t(y) = (1− y)a + yb for y ∈ [0, x]. Then∫ t(x)

a

ϕ(s)
(t(x)− s)1−α

ds =
∫ x

0

ϕ(t(y))
[(b− a)(x− y)]1−α

(b− a)dy

= (b− a)α
∫ x

0

(ϕ(t))(y)
(x− y)1−α

dy.
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This, together with (3.9), implies (3.7).

(2) Assume that (Iα
b−ϕ)(t(x)) exists for some x ∈ [0, 1]. Then by (3.2), we have

(Iα
b−ϕ)(t(x)) =

1
Γ(α)

∫ b

t(x)

ϕ(s)
(s− t(x))1−α

ds. (3.10)

Let s = t(y) = (1− y)a + yb for y ∈ [x, b]. Then∫ b

t(x)

ϕ(s)
(s− t(x))1−α

ds =
∫ b

x

ϕ(t(y))
[(b− a)(y− x)]1−α

(b− a)dy

= (b− a)α
∫ b

x

(ϕ(t))(y)
(y− x)1−α

dy.

This, together with (3.10), implies (3.8).

Proposition 3.2. Let ϕ ∈ L1(a, b) and let

t(x) = a + b− x for each x ∈ [a, b] (3.11)

and
(ϕ(t))(x) = ϕ(t(x)) for a.e. x ∈ [a, b]. (3.12)

If (Iα
b−ϕ)(t(x)) exists for some x ∈ [a, b], then

(Iα
b−ϕ)(t(x)) = (Iα

a+ ϕ(t))(x). (3.13)

Proof. Assume that (Iα
b−ϕ)(t(x)) exists for some x ∈ [a, b]. Then by (3.2), we have

(Iα
b−ϕ)(t(x)) =

1
Γ(α)

∫ b

t(x)

ϕ(s)
(s− t(x))1−α

ds. (3.14)

Let s = t(y) = a + b− y for y ∈ [a, x]. Then∫ b

t(x)

ϕ(s)
(s− t(x))1−α

ds =
∫ x

a

ϕ(t(y))
(x− y)1−α

dy =
∫ x

a

(ϕ(t))(y)
(x− y)1−α

dy.

This, together with (3.14), implies (3.13).

Proposition 3.3. Let ϕ ∈ L1(a, b) and let

t∗(x) = xa + (1− x)b for each x ∈ [0, 1] (3.15)

and
(ϕ(t∗))(x) = ϕ(t∗(x)) for a.e. x ∈ [0, 1]. (3.16)

If (Iα
b−ϕ)(t∗(x)) exists for some x ∈ [0, 1], then

(Iα
b−ϕ)(t∗(x)) = (b− a)α(Iα

0+ ϕ(t∗))(x) for each x ∈ [a, b].

Proof. Note that t∗(x) = t(1− x) for each x ∈ [0, 1], where t is the same as in (3.5). By (3.8),
we have for each x ∈ [0, 1],

(Iα
b−ϕ)(t∗(x)) = (Iα

b−ϕ)(t(1− x)) = (b− a)α(Iα
1−(ϕ(t)))(1− x)

=
(b− a)α

Γ(α)

∫ 1

1−x

ϕ(t(y))
(y− (1− x))1−α

dy =
(b− a)α

Γ(α)

∫ x

0

ϕ(t(1− z))
((1− z)− (1− x))1−α

dz

=
(b− a)α

Γ(α)

∫ x

0

ϕ(t∗(z))
(x− z)1−α

dz = (b− a)α(Iα
0+ ϕ(t∗))(x)

and the result holds.
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By Proposition 3.3, we obtain the following result.

Corollary 3.4. Assume that v ∈ L1(0, 1) satisfies that (I1−α
1− v)(x) exists for some x ∈ [0, 1]. Then

(I1−α
1− v)(x) = (I1−α

0+ v∗)(1− x),

where v∗(s) = v(1− s) for a.e. a ∈ [0, 1].

To apply the results in Section 2, in the following we always assume α ∈ (0, 1) and consider
the following Riemann–Liouville fractional integral operators:

I1−α
0+ v(x) :=

1
Γ(1− α)

∫ x

0

v(y)
(x− y)α

dy for each x ∈ [0, 1] (3.17)

and

I1−α
1− v(x) :=

1
Γ(1− α)

∫ 1

x

v(y)
(y− x)α

dy for each x ∈ [0, 1], (3.18)

where v ∈ L1(0, 1).
Now, we prove that if p ∈

( 1
1−α , ∞

)
, then both I1−α

0+ and I1−α
1− map Lp(0, 1) to C[0, 1] and

are compact.

Theorem 3.5. Let p ∈
( 1

1−α , ∞
]
. Then the following assertions hold.

(1) The maps I1−α
0+ and I1−α

1− map Lp(0, 1) to C[0, 1] and are compact.

(2) For each v ∈ Lp(0, 1), I1−α
0+ v(0) = I1−α

1− v(1) = 0.

(3) For each x ∈ [0, 1],

I1−α
0+ 1̂(x) =

x1−α

Γ(2− α)
and I1−α

1− 1̂(x) =
(1− x)1−α

Γ(2− α)
, (3.19)

where 1̂(x) ≡ 1 for each x ∈ [0, 1].

Proof. (1) Let v ∈ Lp(0, 1) and x ∈ [0, 1]. Then

Lαv(x) =
∫ x

0

1
(x− y)α

v(y) dy−
∫ 1

x

1
(y− x)α

v(y) dy

= Γ(1− α)
[
(I1−α

0+ v)(x)− (I1−α
1− v)(x)

]
(3.20)

and

Lαv(x) =
∫ x

0

1
(x− y)α

v(y) dy +
∫ 1

x

1
(y− x)α

v(y) dy

= Γ(1− α)
[
(I1−α

0+ v)(x) + (I1−α
1− v)(x)

]
. (3.21)

By (3.20) and (3.21), we have for x ∈ [0, 1],

I1−α
0+ v(x) =

1
2Γ(1− α)

[
Lαv(x) +Lαv(x)

]
(3.22)

and
I1−α
1− v(x) =

1
2Γ(1− α)

[
Lαv(x)−Lαv(x)

]
. (3.23)
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The results follow from Theorem 2.6.

(2) For v ∈ Lp(0, 1), by (2.14) and (2.15), it is easy to see that

Lαv(0) = −Lαv(0) and Lαv(1) = Lαv(1).

This, together with (3.22) and (3.23), implies

(I1−α
0+ )v(0) = I1−α

1− v(1) = 0.

(3) By Lemma 2.5 (1) and (3.20) and (3.21) with v = 1̂, we see that (3.19) holds.

Remark 3.6. In a personal communication, Professor J. R. L. Webb informed me that there is
another known proof of compactness of I1−α

0+ which I reproduce below. By [11, Theorem 12]
(or [6, Theorem 2.6], [20, Theorem 3.6] and [23, Proposition 3.2 (3)]), I1−α

0+ maps Lp(0, 1) to the
Hölder space C0,β, and the Hölder space C0,β with the norm

‖u‖0,β := max
x∈[0,1]

|u(x)|+ sup
x 6=y

|u(x)− u(y)|
|x− y|β

is compactly imbedded in C[0, 1], where β = 1− α− 1
p . Indeed, if {un} is a bounded sequence

in C0,β[0, 1], say ‖un‖0,β ≤ M < ∞, then we have for x 6= y,

|un(x)− un(y)| =
|un(x)− un(y)|
|x− y|β

|x− y|β ≤ M|x− y|β,

so {un} is bounded and equicontinuous, and hence relatively compact in C[0, 1] by the Ascoli–
Arzelà theorem.

Remark 3.7. By Proposition 3.4, I1−α
1− : Lp(0, 1) → C[0, 1] is compact for each p ∈

( 1
1−α , ∞

]
.

By (3.22), (3.23) and compactness of I1−α
0+ and I1−α

1− obtained in Remark 3.6, we see that Theo-
rem 3.5 (1) is equivalent to Theorem 2.6.

By Propositions 3.1, 3.2 and 3.3, we see that all the theorems which are proved for one
operator of the operators: Iα

a+ , Iα
b− , Iα

0+ and Iα
1− , will apply, with the obvious changes, to the

others. Therefore, in the following, we only consider the operator I1−α
0+ .

As an application of continuity and compactness of I1−α
0+ , we prove the following result on

the eigenfunctions and spectral radius of I1−α
0+ .

Theorem 3.8. Let p ∈
( 1

1−α , ∞
]
. Then the following assertions hold.

(1) If there exist ϕ ∈ Lp
+(0, 1) and µ ∈ (0, ∞) such that

ϕ(x) = µI1−α
0+ ϕ(x) for a.e. x ∈ [0, 1]. (3.24)

Then ϕ(x) = 0 for each x ∈ [0, 1].

(2) r(I1−α
0+ ) = 0, where r(I1−α

0+ ) is the spectral radius of I1−α
0+ .

Proof. Let P be the standard positive cone in C[0, 1], that is,

P = {u ∈ C[0, 1] : u(x) ≥ 0 for x ∈ [0, 1]}. (3.25)
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Then P is a total and normal cone in C[0, 1].

(1) By Theorem 3.5 (1), I1−α
0+ ϕ ∈ P. By (3.24), ϕ ∈ P. By (3.24) and weakly singular Gronwall

inequality [12, Lemma 7.1.1] or ([6, Lemma 6.19], [7, Lemma 4.3] and [22, Theorem 3.2]), we
have ϕ(x) = 0 for a.e. x ∈ [0, 1]. Since ϕ ∈ C[0, 1], ϕ(x) = 0 for each x ∈ [0, 1].

(2) By Theorem 3.5 (1), for p ∈
( 1

1−α , ∞
]
, the operator I1−α

0+ maps P to P and is compact. If
r(I1−α

0+ ) > 0, it would follow from Krein–Rutman theorem (see [1, Theorem 3.1] or [16]) that
there exists an eigenvector ϕ ∈ P \ {0} such that

I1−α
0+ ϕ(x) = r(I1−α

0+ )ϕ(x) for each x ∈ [0, 1].

By the result (i), we obtain ϕ(x) = 0 for each x ∈ [0, 1], which contradicts the fact ϕ ∈
P \ {0}.
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