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1 Introduction

Equations of the following type

6 4 2

?;: = —gxbé—i—Ang—BS;;+CM—Ah(t,x,u(t,x)) (1.1)
arise when an interface between two phases is examined because they help to reveal a more
detailed structure of the interface and a description of the behaviour of phase fronts in mate-
rials that are undergoing a transition between the liquid and solid state [1,7,13]. Here we are
concerned in periodic stationary solutions of (1.1). More precisely, we will give some multiple
results for the following problem

—u®) + Aul®) — By 4 Cu = Af(x,u), x €1[0,1],
(Py)

u(0) = u(1) = u”(0) = (1) = ul®@(0) = ul@ (1) =0,
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where f : [0,1] x R — R is a continuous function, A, B and C are given real constants, while
A > 0.

In [13], starting from the interest for the stationary solutions of a class of fourth-order equa-
tions, the so-called extended Fisher-Kolmogorov equation, a variational approach is proposed
for obtaining existence and non existence of stationary periodic solutions, observing that the
same arguments apply also to sixth-order equations. In [6,16], taking advantage from a min-
imization theorem as well as Clark’s theorem, the existence and the multiplicity of periodic
solutions is investigated for a problem similar to (P;), provided that A, B and C satisfy some
suitable relations and the nonlinear term is a polynomial with a kind of symmetry. Again the
variational methods have been exploited in [9] where two Brezis—Nirenberg linking theorems
represent the main tool for assuring the existence of at least two or three periodic solutions
for a sixth-order equation with super-quadratic nonlinearities, namely

. F(x,t) . F(x,t)
tErJPoo 2 too, %gr(} 2 0
uniformly with respect to x, where F(x,t) fo ds for every x € [0,1]. We also cite [11,

21], where under suitable assumptions, in part1cular on the coefficients A, B, C, the existence
of one or two positive solutions for problem (P,) is established by applying the theory of fixed
point index in cones. Further nice results on higher-order differential equations are contained
in [8,17-20], where non-local conditions have also been considered.

In this note we look at the existence of infinitely many solutions to problem (P,). In
particular, under different assumptions on the parameters A, B and C and requiring a suitable
oscillation on f(x,-) at infinity (see assumption ii) of Theorem 3.2), an unbounded sequence
of classical solutions of (P,) is assured provided that A belongs to a well determined interval.
We explicitly stress that no symmetry conditions on the reaction term are involved. The
variational structure of the problem is exploited and the solutions are obtained as local minima
of the energy functional related to (P,). For this reason a crucial tool is a local minimum
theorem proved in [2], see Theorem 2.8.

A further investigation is devoted to constant sign solutions of (Py). Whenever f is non-
negative the classical solutions are assured to be positive provided that suitable conditions
on the coefficients are assumed (see Remark 3.3) owing to a strong maximum principle for
sixth-order differential equations pointed out in Remark 3.4.

As example, here is a consequence of our main results.

Theorem 1.1. Let g : R — R be a nonnegative continuous function such that

.. .G . G(t)
I}Ln J:gf = 0, hg il:op = +o00,
where G(t fo ) ds for every t € R, and fix D > 0.
Then the problem
—u®) 4+ 3Du®) —3D%" 4+ D3u = g(u), x €[0,1], )
u(0) = u(1) = u”(0) = u”(1) = ul®(0) = u®@(1) =0

admits an unbounded sequence of positive classical solutions.

Finally, when the oscillating behaviour is required at zero, instead that at infinity, a se-
quence of classical solutions that strong converges at zero is obtained (see Theorem 3.11).
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In Section 2 we recall some useful preliminaries and detail the variational set pointing
out the general strategy for obtaining classical solutions. The main results as well as their
consequences and examples are contained in Section 3.

2 Basic notations and auxiliary results

Throughout the paper X denote the following Sobolev subspace of H3(0,1) N H}(0,1)
X ={uec H%0,1)NH}0,1): u”(0) =u"(1) =0}

considered with the norm

1/2
)

luall = (Il 13 + " l3 + "1+ [ul3) 7, VueX, (2.1)

where || - ||2 denotes the usual norm in L?(0,1). It is well known that || - || is induced by the
inner product

(u,v) = /Ol(u’”(x)v’”(x) +u” (x)0" (x) + ' (x)0' (x) + u(x)v(x)) dx, Vu,veX.
Now, arguing as in [13], we point out some useful Poincaré type inequalities.
Proposition 2.1. For every u € X, if k = 1/ 7%, one has
|u®D|Z <K= D)3,  i=0,1,2 j=1,23withi<]. (2.2)
Proof. Let us consider all the possible situations.
j = 1. In this case only i = 0 occurs and (2.2) reduces to the well known Poincaré inequality.

j=2. The case i = 1 can be obtained observing that fol(u’ )2 = — fol uu”. Hence, putting

together the Holder and the Poincaré inequalities one has

/13 < Mull2lla"ll2 < K21 [l2]|" |2

from which directly follows (2.2).

For i = 0 condition (2.2) is derived putting together the Poincaré inequality with the
case i = 1.

j = 3. The case i = 2 is directly the Poincaré inequality applied to u” € H}(0,1).
For i = 1, arguing as above one has

113 < M2l llz < K20 12612 |12 = Kl 2]lu™||2,

where (2.2) for i = 2 has been also exploited. Hence, (2.2) is verified for i = 1.

Finally, for i = 0 the conclusion is achieved putting together the Poincaré inequality
and using the case i = 1, indeed

[ull3 < Kllu'lI3 < &[|u""|I3. O
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Remark 2.2. The constants in (2.2) are the best ones as one can verify considering the function
sin 7tx that realizes the equalities. Moreover, it is worth noting as follows. Indeed, we recall
that, in general, one has

[0]3 < 4k|o'|[3 2.3)

for all v € H'([0,1]) for which there is ¢ € [0,1] such that v(c) = 0, and the equality for
appropriate functions v also holds (see for instance [10, page 182]). So, if we apply the classical
Poincaré inequality (2.3) to v = ’, then we obtain

[']13 < 4kl|u”][3,

that, as shows (2.2), does not realize the best constant, on the contrary of (2.3). Clearly, this is
due because in our case we have a greater regularity of u’ (since u € X).

We will introduce a convenient norm, equivalent to || - ||, that still makes X a Hilbert space.
For this reason, for A, B, C € R let us define the function N : X — IR by putting

N(u) = [[u" |3 + Allu" |13 + Bllu'||3 + Cllu3
for every u € X.

Now consider the following set of conditions according to the signs of the constants A, B
and C:

1A>0,B>0,C>0;
2 A>0,B>0,C<0and —Ak — Bk* — Ck® < 1;
3 A>0,B<0,C>0and —Ak — Bk* < 1;
4 A>0,B<0,C<0and —Ak—Bk* —Ck® < 1;
5 A<0,B>0,C>0and —Ak <1;
6 A<0,B>0,C < 0and max{—Ak, —Ak — Bk*> — Ck’} < 1;
7 A<0,B<0,C>0and —Ak — Bk* < 1;
g A<0,B<0,C<0and —Ak — Bk* — Ck® < 1.
Moreover, fix A, B,C € R and consider the following condition:
(H) max{—Ak, —Ak — Bk?>, —Ak — BK*> — Ck®} < 1.
We have the following result.
Proposition 2.3. Condition (H) holds if and only if one of conditions (H)1—(H)s holds.

Proof. Assume (H). Clearly, according to the signs of the constants A, B, C, one of conditions
(H)1—-(H)s is immediately verified. On the contrary, assuming one of conditions (H);—(H)s,
then a direct computation shows that (H) is verified. As an example, assume at first (H)s and
next (H)s. In the first of such cases, since B > 0 and C > 0, one has —Ak — Bk? < —Ak and
— Ak — Bk* — Ck® < — Ak, for which max{—Ak, —Ak — Bk?>, —Ak — Bk*> — Ck*} < Ak < 1,
that is, (H) holds. In the other case, we have that the sum of three positive addends is less
than 1, that is, 0 < —Ak — Bk*> — Ck®> < 1. If, arguing by a contradiction, either —Ak > 1 or
—Ak — Bk? > 1, then —Ak — Bk? — Ck® > 1 and this is absurd. So, —Ak < 1, —Ak — Bk? < 1
and — Ak — Bk? — Ck® < 1, for which (H) is satisfied. O
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Proposition 2.4. Assume (H). Then, there exits m > 0 such that
N(u) > m|u|? ~ VueX. (2.4)

Proof. Fix u € X and distinguish the different cases, taking Proposition 2.3 into account.

Assume (H)j.
Then, in view of (2.2) one has

1 1 1 1
NG > B 2 g (11 + gl + gl + i) = g1l @)

I

and (2.4) holds with m = %.

Assume (H);.
Then, in view of (2.2)

N(u) = [[u"”|5+ Allu" |13 + (B + Ck) [|u'3.

Hence, if B 4+ Ck > 0 we can argue as in (2.5) and (2.4) holds with m = %. Otherwise, again
from (2.2)
N(u) > [Ju"||3 + (A + Bk + Ck?)[|u"|3.

So, if A+ Bk + Ck? > 0 we can argue as in (2.5) and conclude that (2.4) holds with m =
Conversely, always from (2.2) one obtains

ST

N(u) > (1+ Ak + BK* + CK)||u""||3

and assumption (H),, combined with the same above arguments, leads to (2.4) with m =
71+Ak+§kz+Ck3. Summarizing, (2.4) holds with m = min {%, 71+Ak+fsz+a‘3 }.

Assume (H)3.
Then, in view of (2.2) one has

N(u) > [lu"]|3 + (A + BR)[|u"|3.

If A+ Bk > 0, following the reasoning as in (2.5) we conclude that (2.4) holds with m =
Otherwise, (2.2) implies

NN

N(u) > (1+ Ak + BK*)||u""|5.

and assumption (H)s3 implies that (2.4) holds with m = %*Bkz,
Summarizing, (2.4) holds with m = min {%, % }

Assume (H)j4.
Then, from (2.2) one has

N(u) > [[u"3 + (A + Bk + CK*) |u"|}5.
If A+ Bk + Ck? > 0 we conclude choosing m = %. Otherwise, with the same technique,
N(u) > (1+ Ak + BK® + Ck3) Hu’”H%

. g . 2 3
and we can complete also this case, pointing out that m = min {3, % }.

Assume (H)s.
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Then, from (2.2) one has
N(u) > (1+ Ak)||u" |3

and (2.4) holds with m = LAk,

Assume (H)g.
Then, from (2.2) one has

N(u) = (14 Ak)[|[u"]| + (B + Ck)[|'[|2-
If B + Ck > 0 then assumption (H)s implies (2.4) with m = 4K, Otherwise,
N(u) > (1+ Ak + BK* + CK%) [|lu""||3

. . 2 3
we can conclude again but with m = FARBCECE

. 1+ Ak 1+Ak+BK2+Ck3
min { A€, LEACEPCECE

. Summarizing, in this case one has m =

Assume (H)y.
Then, from (2.2) one has

N(u) > (1+ Ak+ BK?)||u""||5

and (2.4) holds with m = HA’fLiJ“BkZ.

Assume (H)g.
Then, from (2.2) one has

N(u) > (14 Ak + Bk* + CK%) |u"'||3
and (2.4) holds with m = LHAKBIE+CE 0

From the above considerations one can derive the following

Proposition 2.5. Assume that (H) holds and put
lullx = /N(u), VueX. (2.6)

Then, || - ||x is a norm equivalent to the usual one defined in (2.1) and (X, || - ||x) is a Hilbert space.

Proof. The definition of N and Proposition 2.4 assure that || - ||x is the norm induced by the
inner product

1
(-, )x = / (u" ()0 (x) + Au" (x)0" (x) + Bu/(x)0'(x) + Cu(x)v(x)) dx, Vu,veX.
0
It is simple to observe that there exists M > 0 such that
lull < Mul® 27)

for every u € X. Hence, the equivalence is an immediate consequence of (2.4) and (2.7) and
the proof is complete. O
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Clearly (X, - ||x) < (C%(0,1),]| - |l) and the embedding is compact. For a qualitative
estimate of the constant of this embedding it is useful to introduce the following number

1, f (H) holds,
min{1,1+ Ak + Bk* + Ck%}, f (H)z or (H)4 holds,
min{1,1+ Ak + Bk?}, f (H)3 holds,
6 =< 1+ Ak, if (H)s holds, (2.8)
min{1+ Ak, 1+ Ak + Bk}, f (H)e holds,
1+ Ak + BK?, f (H)7 holds,
1+ Ak + Bk% + Ck3, f (H)g holds.

We explicitly observe that the proof of Proposition 2.4 shows in addition that
Jullk > ollu"|3 (2.9)
for every u € X, and § = 4m, where m is the number assured from the same Proposition 2.4.

Proposition 2.6. Assume that (H) holds. One has

k
[t]leo < mllullx (2.10)

for every u € X, where ¢ is given in (2.8).

Proof. 1t is well known that H}(0,1) < C°%(0,1) and |[ulle < |u/|l2, thus, taking in mind
(2.2),

k
elleo < 5 [1u™|l2- (2.11)

Moreover, from (2.9) one has

[z < —=Ilullx
\f
and (2.10) holds, in view of (2.11). O

In order to clarify the variational structure of problem (P,), we introduce the functionals
®, ¥ : X — R defined by putting

D) = %Hu”%(, ¥ (u) = /OlF(x,u(x)) ix, VueXx, (212)

where F(x, t) fo f(x,s) ds for every (x,t) € [0,1] X R.
With standard arguments one can verify that ® and ¥ are continuously Gateaux differen-
tiable, being in particular

@' (u)(v) = /1 (u" (x)0" (x) + Au" (x)0" (x) + Bu'(x)v'(x) + Cu(x)v(x)) dx

0
1
:/ fx,u(x))o(x) dx
0

and

for every u,v € X.



8 G. Bonanno and R. Livrea

Recall that a weak solution of problem (P,) is any u € X such that

/01 (1" (x)0"" (x) + Au" (x)v" (x) + Bu'(x)v' (x) + Cu(x)v(x)) dx

1
— /\/ Flou(x)o(x) dx, YoeX. (213)
0
Hence, the weak solutions of (P,) are exactly the critical points of the functional ® — AY.

Proposition 2.7. Every weak solution of (P)) is also a classical solution.

Proof. Let u € X be a weak solution of (P)). Then, since

A/Ol u"(x)0"(x) dx = —A /01 u'(x)v"(x) dx
and ) .
B/o u'(x)v'(x) dx = —B/O u” (x)ov(x) dx,

one can observe that

/01 (u"(x) — Au'(x)) " (x) dx = /01 (Bu"(x) — Cu(x) + Af(x,u(x))) v(x) dx
for every v € X. Hence, u”" — Au’ € H3(0,1) and
(u" — Au')" = —Bu" + Cu — Af(x,u). (2.14)

The continuity of f and the embedding X < C2(0,1) imply that u”” — Au’ € C3(0,1). Thus,
since
W =u" — Au' + Au' (2.15)

it is clear that u € C*(0,1), namely u’ € C3(0,1) and (2.15) leads to u € C®(0,1). From (2.14)
one obtains
—ul®) 4 Au®) — By 4+ Cu = Af(x,u). (2.16)

At this point, integrating by parts (2.13) and exploiting (2.16) one has
1

{—u(iv)(x)v’(x)} =0

0
for every v € X, thus u(™®)(0) = u(®) (1) = 0 and the proof is complete. O
The main tool in our approach is the following critical point theorem (see [2, Theorem 7.4])

Theorem 2.8. Let X be a real Banach space and let ®, ¥ : X — R be two continuously Gateaux
differentiable functions with ® bounded from below. Put

v = liminf ¢(r), x = lminf ¢(r),

reo r—(infx @)+

where ¥(u) — ¥ (o)
. Suptb(u)<r u)— 1o .
plr) = <I>(1z1;;f<r r—®(v) (r = 1g<1f<b>_
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(a) If v < +oco and for each A € |0, % | the function Iy = ® — AY satisfies (PS)"-condition for all

r € R then, for each A € |0, % [, the following alternative holds:
either

(a1) 1, possesses a global minimum,
or

(ay) there is a sequence {u, } of critical points (local minima) of I, such that lim,_,c ®(u,) =
—+o00.

(b) If x < +oo and for each A € |0, %[ the function Iy = ® — AY satisfies (PS)!"-condition for
some r > infx & then, for each A € |0, % [, the following alternative holds:
either

(b1) there is a global minimum of ® which is a local minimum of 1,
or

(by) there is a sequence {uy} of pairwise distinct critical points (local minima) of I such that
limy, 00 (1) = infx .

For the sake of completeness, we recall that for r € R, [} = ® — AY is said to satisfy the
(PS)["l-condition if any sequence {u,} such that

(1) {Ir(uy)} is bounded,
(a2) |14 (un)||x+ — 0 as n — oo,
(a3) ®(uy) <r VneN

has a convergent subsequence.

3 Main results

In this section we are going to present the announced multiplicity result. The following
technical constant will be useful

—1
12\° 12\* 1248 493
= 467* — 4A | = B—— it 1
T T (96<5> + (5) + 175 +C756> (3.1)

where A, B and C are the real numbers involved in problem (P)) and such that (H) holds,
while ¢ has been introduced in (2.8).

Remark 3.1. We wish to stress a useful estimate for 7. If we consider the function

v(x), if x € [0,5/12],
w(x) =11, if x € [5/12,7/12), 3.2)
o(1—x), ifxe]7/12,1],
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where v(x) = (15—2)4 xt—2 (1—52)3 x3 + 2 x for every x € [0,5/12], a straightforward computation
shows that w € X = H3(0,1) N H}(0,1) and, in particular
46t

2 _
Jewlfy = =2

Recalling that (H) holds, the positivity of T follows from the positivity of J as seen in the
arguments presented in the previous section (see also Proposition 2.4). Moreover, from (2.10),
since ||w|l = 1, one can even conclude that

0<t<1.
Here is the first main result.
Theorem 3.2. Assume that
i) F(x,t) > 0 for every (x,t) € ([0,5/12] U[7/12,1]) x R,

1 7/12
o Jo maxgg < F(x,s) dx _ 510 F(x,t) dx
i) liminf 5 < tlimsup 5 .
t=+oe0 t t—+o00 t
Then, for every
Ae A= 267 1 267
< N . .57//1122 F(x,t) dx T fol maxiy < F(x,8) dx
limsup, , =7 liminfi, e

the problem (P)) admits an unbounded sequence of classical solutions.

Proof. We wish to apply Theorem 2.8, case (a), with X = H3(0,1) N H} (0, 1) endowed with the
norm || - ||x defined in (2.6), ® and ¥ as in (2.12).

In the previous section we have already pointed out that ®, ¥ € C!(X). It is simple
to verify that ® is bounded from below, coercive and its derivative is a homeomorphism.
Moreover, the compactness of the embedding X < C°(0,1) assures that ¥’ is a compact
operator. Hence, we can conclude that, for every A > 0 (indeed for every A € IR) the functional
Iy = ® — AY satisfies the (PS)!"-condition for every r € R (see [2, Remark 2.1]). Our aim is
now to verify that v < +oc0. Let us begin by observing that, in view of (2.10) one has

k r
veX: &) <rtcloeco,1): vwg\/7}
( o) <rtc{recon;: ol < /]
for all » > 0. Let {#,} be in R" such that , — +o0 and

1 1
lim Jo maxy <, F(x,s) dx liming Jo max<; F(x,s) dx
n—roco t2 e 2

Put r, = 257t*t2 for every n € IN. Hence, one has

(1" ) — inf S‘uPCID(u)<r,1 T(u) - III(v)
PATn D(v)<ry r— @(Z})
Supd)(u)<rn T(u)
T'n

1 fol maxs| <y, F(x,s) dx
— 267t 12 )
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Passing to the liminf in the previous inequality one obtains

fol max|y <; F(x,s) dx

v < liminf ¢(r,) < lim inf < +o0.

100 2874 t4oo 12

In particular, we have also verified that
1
acloz].
i

Fix now A € A and let us check that I, is unbounded from below. We can explicitly observe
that

1 7/12
liming I maxis<; F(x,s) dx 1 T limsup 95/12 F(x,t) dx
2574 Tt foo 2 AT 26mt t_>+oop £2 '
Pick 7 > 0 such that
7/12
1 <n< lim sup >/12 Fla ) dx
A 26mt L 2

and consider a sequence {d,} in R* such that d, — +oc0 and

7/12
5/12 F(x/ dn) S 257'[4
a2 T

for every n € IN. If, for every n € IN we define

where w has been defined in (3.2), it is clear that 0 < w,(x) < d, for every x € [0,1], w, € X
and, in particular
467t

2
.

lwnl% =
Thus, also in view of i),

I)(wy) = ®(wy) — A¥ (wy)

4 1
_ d%—)x/ F(x,w,(x)) dx
T 0
4
< 2T .

Namely, passing to the limit and taking in mind that 1 — Ay < 0 one achieves that I, is
unbounded from below.

We are now in the position to apply Theorem 2.8, case (a), and obtain a sequence {u,}
in X of critical points (local minima) of I, such that ||u,||x — +oo. Taking in mind that the
critical points of I, are classical solutions of (P,), see Proposition 2.7, we have completed the
proof. O

The following remark will be useful in order to obtain a sign condition on the solutions
of (P/\)
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Remark 3.3. Recall that if # > 0 and w € H?(0, T) is such that
—w" + pw >0, x €[0,1],
w(0) =w(1) =0,

then w(x) > 0 for every x € [0,1] (see also [4, Théoreme VIIL.17]).

Remark 3.4. We wish to point out that if u € C°(0,1) is a nonnegative and nontrivial function
such that

—u) 1 Ayl — By" 4+ Cu >0, x €[0,1],
u(0) = u(1) = u"(0) = u”(1) = ul®(0) = u)(1) = 0,

and there exist three nonnegative numbers X, Y and Z such that

X+Y+Z=A,
XY+ XZ+YZ=B, (3.3)
XYZ =C,

then u(x) > 0 for every x € (0,1). To justify this, we can observe that for the following linear
differential operators

Li(w) = —w" + Xw, Ly(w) = —w" + Yw, Liy(w) = —w" + Zw

is possible to apply the strong maximum principle (see [14]). Hence, in particular, since in
view of (3.3)

Li(La(La(u))) = —u®) + (X +Y + Z)u™® — (XY + XZ + YZ)u" + XY Zu
= —u@) + Ay® _ By + Cu,
one has, using several times Remark 3.3,
L1(Lp(Ls(u))) >0 = Lp(L3(u)) >0 = L3(u) >0 = u>0 in|0,1].

Finally, from [14, Theorem 3] one can conclude that u(x) > 0 for every x € (0,1).
We refer to [12] for further considerations on maximum principle for high-order differen-
tial equations.

Example 3.5. If u € C%(0,1) is such that
—u@) 4 34() 34" 4y >0, x €[0,1],
u(0) = u(1) = u”(0) = u”(1) = u®(0) = u® (1) =0,
then u > 0in (0,1). It suffices to take X =Y =Z =1in (3.3),so that A=B =3 and C = 1.

Example 3.6. If C = 0 and A, B > 0 are such that A% — 4B > 0 then every nonnegative and
nontrivial u € C%(0,1) such that

—u®) + Auli) — By > 0, x € [0,1],
u(O) _ u(l) — u”(O) — u”(l) — uiU(O) — ui”(l) =0,

is positive in (0,1). Indeed, we can recall Remark 3.4, in (3.3) consider X =
Yy = A-vAT-4B “2“2_48, Z = 0 and conclude that u > 0 in (0, 1).

7

A+VA2—4B
2
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In the following we say that A, B, C satisfy the (H) condition if
(Hy) there exist nonnegative numbers X, Y and Z such that (3.3) holds.
The existence of constant sign solutions can be pointed out, provided
f(x,t) >0, V(x,t) € [0,1] x [0, 4o0]. (3.4)
In particular the following result holds.

Theorem 3.7. Assume that assumption (3.4) and (H..) hold and

o T fol F(x,t) dx . 57//1122F(x,t) dx
ii’) liminf =————— < tlimsup .
t—+oo 2 tstoo 12
Then, for every
% 267t 1 26t
AeA= — , .

I DR EGen dx e IR d
imsup, , 2 liminf; e 7

the problem (P,) admits an unbounded sequence of positive classical solutions.

Proof. Put
fx,t), if (x,t) €[0,1] x [0, +oo[,
£ t) =
f(x,0), if (x,t) € [0,1]x] —o00,0[,

and F*(x,t) = [, f*(x,s) ds. Clearly floaxo,seo] = fioux(0 0] @S Well as Fig oo =
Fjj0,1]x[0,+co[- Hence, in view of ii’),

fol maxs<; F(x,s) dx fol maxo<s<; F(x,s) dx

lim inf = lim inf
t—+o0 2 t—+too 2
1
F(x,t) dx
= lim inf 7‘[0 (xt)
t—foo t2
) 57//1122 F(x,t) dx
< tlimsup 5
t—+o0 t
) 57//1122 FT(x,t)dx
= Tlimsup 5 .
t—-+o00 t

Thus, we can apply Theorem 3.2 to f; and F, and assure that for every A € A, the problem

{—“(U” + Au®) — Bu' 4 Cu = Af*(x,u), el g

u(0) = u(1) = u”(0) = u”(1) = u®(0) = u® (1) = 0

admits an unbounded sequence of classical solutions.
We claim that

Every solution of (3.5) is a nonnegative solution of (P,).
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Indeed, if u solves (3.5), since f*(x,t) > 0 for every (x,t) € [0,1] X R, we can recall Remark 3.4
and deduce that u is positive. Hence, f*(x,u(x)) = f(x,u(x)) for every x € [0,1] and u solves
(Py). The claim is now verified and the proof is completed. O

We now present an autonomous version of the previous result.

Theorem 3.8. Suppose (H..) holds and assume that g is a nonnegative continuous function such that

.. .G(Ht) T, G(t)
ligﬁgf e < 3 htrgitlop R (3.6)

where G(t) = fotg(s) ds for every t € R.
Then, for every A € } 1207 L 20" 0] [ the problem

: c -
T limsup, tT) liminf;, oo =5~

—u®) + Aut®) — Bu" 4 Cu = Ag(u), x €[0,1], By)
u(0) = u(1) = u"(0) = u"(1) = u™@(0) = ul®(1) =0 §
admits an unbounded sequence of classical positive solutions.
Proof. Apply Theorem 3.7 to f(x,t) = g(t) for all (x,t) € [0,1] x R and observe that
7/12 1
F(x,£) = G(1), / F(x, 1) dx = ~G(¢). O
5/12 6

Example 3.9. Fix A, B and C (as usual such that (Hy ) holds) let T be the number defined in
(3.1), pick p > =T and consider the continuous function g : R — R defined by putting

. . In .
o(t) = 2t {1 + psin?(In(p? +In?t)) + sin(2In(p? + In? t))pzilntz t} , ift>0,
0, if t <0.
Then, for every A ¢ } %, 267 [ the problem
—u®) + Au®) — Bu" + Cu = Ag(u), x €[0,1],
u(0) = u(1) = u”(0) = u"(1) = u®(0) = ul®(1) = 0

admits an unbounded sequence of classical positive solutions.

Indeed, a direct computation shows that 0 < T < 1 (see Remark 3.1). Hence, p > 0 and
plnt

27t One has

exploiting the boundedness of the function t — sin(21n(p? + In®t))

g(t) > 2t B + psin?(In(p* +1n*t)) | >0
for every t > 0. Moreover,

G(t) = (14 psin®(In(p® +1n?t))),  ift >0,
1o, if t <0.
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Hence, if we put a, = eV =% and b, = eV =0 for every n € N with n > (2/7)Inp,
one has
t
liminf@ < lim
totoo  F2 n—+oo 42
T
i im G(bn)
6 n—+oo b2
t
< i lim sup —G(z ) .
6 t—+o0 t

At this point we can apply Theorem 3.8 observing that

] 1264

1267t 1 267t
_oevt 4|
T(1+ p)'%n [ ] Gt

T limsup, %l liminf; , ;T)
We can directly derive the proof of Theorem 1.1 from Theorem 3.8.

Proof of Theorem 1.1. Apply Theorem 3.8, with A = 3D; B = 3D?; C = D3, and exploit Re-
mark 3.4, by choosing X =Y =Z = D. O

Remark 3.10. Clearly, if (H) holds and (H; ) is not satisfied, the assumptions of Theorems 3.7
and 3.8 ensure the existence of infinitely many classical solutions.

We conclude the present note pointing out that, adapting the previous arguments, one can
exploit case (b) of Theorem 2.8 in order to prove the existence of arbitrary small solutions of
problem (P,).

Theorem 3.11. Assume that
j) there exists v > 0 such that F(x,t) > 0 for every (x,t) € ([0,5/12] U [7/12,1]) x [0, 7],

coy e s fol 1’nax|s|<i} F(x/ S) dx . 57//1122 F(x, t) dx
jji) liminf — < tlimsup 5 .
t—0F t fs0t t
Then, for every
AeT — 267 1 257
€= . 57//1122 F(x,t) dx L jbl maxs|<; F(x,5) dx
limsup, ;. 22—"—— liminf; ;o 2

the problem (P,) admits a sequence of pairwise distinct nontrivial classical solutions, which strongly
converges to 0 in X.

Clearly, starting from Theorem 3.11 and arguing as above, further results dealing with the
existence of arbitrary small (positive) classical solutions could be furnished.
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