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We prove the existence of vortex local minimizers to Ginzburg-Landau functional with
a global magnetic effect. A domain perturbating method is developed, which allows us
to extend a local minimizer on a nonsimply connected superconducting material to the
local minimizer with vortex on a simply connected material.

1. Introduction

In this paper, we study the existence of nontrivial stable state solutions of Ginzburg-
Landau equation with magnetic effect by the method of singular perturbation of do-
mains. Particularly, we construct various topology classes of stable state solutions with
vortex. The Ginzburg-Landau equation is deduced from the energy functional

W, (@, A) = [ (21(V=iA)®P+Z(1-10) )dx+ | =lrotAPdx, (L)
o \2 4 )

where  C R3 is a bounded domain, ® is a C-valued function in €2, A is an R3-
valued function in R? and A > 0 is a parameter. Corresponding to a low temperature
superconducting steady state in a superconductor €2 without external applied magnetic
field, a local minimizer (®, A) of 3¢, is a solution of the Ginzburg-Landau equation

(V=iA ?o+i(1-|0)®=0 inQ,

3P

S —i{A e =0 ond®, (1.2)
PVO— VD)

2

i( 2 0 i3
rot rot A+ +|P|“A JAg=0 inR”,

where (-, -) denotes the standard inner product of vectors in R? and Agq is the charac-
teristic function of €, that is, Aqg(x) = 1 in € and Aq(x) = 0 in R3 \ Q. It is very
interesting in physics to construct stable superconducting steady states.
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In [16], we proved the existence of local minimizers of (1.1) for large A > 0 provided
that  C R? is nonsimply connected (see also the work of Rubinstein and Sternberg in
[19]). Let .t denote the set of all continuous maps from Q into S' = {z € C | |z| = 1}.
We prove that for any 8y € Jl, there exists a local minimizer (®,, A,) of ¥, for large
X such that ®; does not vanish in Q and the continuous map

D, (x)

2 eslcce 1.3
|®5(x)| 1

Q3x+—

is homotopic to 6y. We also prove an estimate from below for the second variation of
(1.1) which guarantees the stability of (®;, A;).

In this paper, we consider the existence of local minimizers to (1.1) when the non-
simply connected domain €2 is replaced by a perturbated domain () : () — Q as
¢ — 0, here the convergence means that

Vol (2(H)\Q) — 0 as¢ —> 0. (1.4)

The convergence is so weak that we can take €2 (¢) in various topological types. Note that
2(¢) may be simply connected. We obtain a local minimizer (®; ., Ay ;) which has
the same topological type as (®;, A,) on 2 (see Theorem 3.1). The point is that when
€2(¢) is simply connected, the solution (®), ¢, A ;) must take zero value somewhere.
That is, the solution has vortices which is an important physical feature of type II
superconductors.

The main result of this paper is Theorem 3.1 which is proved in Section 4. We
first give the definition of notation used in this paper and some results in the case
of nonsimply connected domain in Section 2. The nondegeneracy inequality for the
energy functional (1.1) at the minimizers (®;, A,) of Proposition 2.5 is a key step to
obtain the local minimizers to the Ginzburg-Landau energy functional on a perturbating
domain Q(¢).

Closely related to our paper [16], the main references in this subject are the works
of Rubinstein and Sternberg in [19], Jimbo and Morita in [14], and Almeida in [2, 3].
These works establish results which, although closely related, present different points
of view and very distinct techniques in their proofs.

Related topics on the Ginzburg-Landau energy functional can be found in [4, 5, 6,
7,8,9,10, 12, 13, 14, 15, 16, 19, 20, 21] and the references therein. Berger and Chen,
Du, Gunzberger, and Peterson, Yang, Rubinstein and Sternberg have obtained many
interesting results in this area (cf. [7, 9, 10, 19, 20, 21] and the references therein).
For a cylindrical superconducting material with an applied magnetic field, Bauman,
Phillips, and Tang in [6] considered the existence of local minimizers to GL functional
with the vortex only in the axis of the cylinder. Bethuel, Brezis, and Hélein in [8]
have given a full detail of the vortices problem of the Ginzburg-Landau equation with
first kind boundary condition. Andre and Shafrir in [4, 5] considered the asymptotic
behavior of the minimizers as A — oo.
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2. Preliminaries

We consider the variational problem of the energy functional (1.1) in the space
D(Q)=H"(Q;C)x Z, 2.1
where
Z={AecL°(R*R?) | VA e L*(R*; R*)}. (2.2)

Note that the functional (1.1) as well as the equation (1.2) are invariant under the gauge
transformation

(@,4) — (&, 4), &' =D, A'=A+Vp (2.3)

for p: R3 —> R.
Therefore, corresponding to a solution (P, A), there is a solution set S(P, A) gen-
erated from (P, A) by the gauge transformation. ¥, is constant on S(®, A) and hence

the second variation degenerates in the tangential direction of S(®, A).
The tangent space 7' (P, A) of S(P, A) at (D, A) is obtained by direct calculation

T(®,A) = {((—v+iw§, VE) € D(Q) | & € L}, (R?), V& € Z}, (2.4)
where ® = u 4 vi. We only need to consider the variation of ¥ in the transversal
direction N (P, A) of S(P, A) at (P, A). To obtain the subspace N (P, A), we use the
Helmbholtz decomposition of Lo (cf. [17])

L(R:RY) =1 @7, (2.5)

where

Y1 ={Vé | & e L} (R?), V& € LO(R*; RY)},
(2.6)
Y2 ={B e L°(R*;R?) |div B=0}.

Let P be the projector from L°(R?; R?) onto the space Y». Then
N(D,A) = {(‘ll, B)e H{(Q;C)x Z | / Im(W@)dx =0,PB=B } 2.7)
Q

is transversal to 7' (D, A).

PROPOSITION 2.1 (see [16]). For any C' function (®, A) € H'(€2;C) x Z,

HY (QC)x Z=T(®, A)®N(D, A). 2.8)
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Formula of the second variation of 7€
(D, A, ¥, B)
dZ
=—(P+eV,A+€B)je=0
de?
=/ {IVo+v AP + VY=g AP = (1 —u? =) (> +¥%) +24(uop +v¥)*} dx
Q
+f |r0tB|2dx+/ (u2+v2)32dx+4/ (A, B)(u¢p+vp)dx
R3 Q Q

—2/ {#(Vv, B)—v/(Vu, B)+u(Vy, B)—v(Ve, B) } dx,
Q

(2.9)
where we put ® = u+vi and ¥ = ¢+ i.
PROPOSITION 2.2 (see [16]). Let (®, A) € D(Q) be a C'-solution of (1.2). Then
(P, A, W, B) =%, (P, A, V', B (2.10)

provided that (¥, B), (W', B’) € H'(Q;C) x Z and (¥ — W', B— B’) € T(®, A).

In [16], we have proved the existence of local minimizers to (1.2) when €2 is non-
simply connected (see also [19]). That is the following theorem holds.

THEOREM 2.3. For any 6y EJI/L, there exists a Lo > 0 such that (1.2) has a solution
(1, Ay) € D(Q)N(CH*(Q; C) x CHHY(R3; R3)) for any A = Ay and o € (0, 1) with
the following properties:

@, (x) = Wy (x)e' ) lim sup |Wy(x)—1| =0, 2.11)

L—>00xeEQ

and the map 6) : Q@ — S' = R/2nZ is homotopic to 6y. Moreover, it is stable in the
sense that there exists a constant ¢ > 0 such that

L3 (Pr. Ara W, B) Z (W, B) |15 (2.12)

where

1/2
10, B = (%121 g0y + 1B 2z + IV B I s s ) (2.13)

for (W, B) € N(®;, Ay) and » = Ag.

Remark 2.4. Concerning the regularity of the solution (®,, A;), it was proved that ®;
is bounded in C?>T*(£2; C) and A;, is bounded in C!**(V; R?) for large A > 0, where V
is any fixed bounded set in R? and « € (0, 1). Hence, the topology of the convergence
of W, in (2.11) can be taken in the C? sense.

By the estimate (2.12), we get an infinitesimal stability property. A more com-
prehensive stability inequality (2.14) is proved in Section 5. The stability property is
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obtained by directly comparing the values of the energy functional 7, near a critical
point (Py, Ay).

PROPOSITION 2.5. There exist constants ¢’ > 0, ¢’ > 0 such that
% (Pr+ W, A+ B) — 9. (Pr. Ar) Z (W, B) 1 Hq) — "W, B) [y (2.14)

for (¥, B) € N(®,, A,) and A 2 L.

3. Main result

Let Q C R? be a bounded domain with C? boundary. Assume that € is not simply
connected. We consider a family of bounded domains {£2(¢)};~0 with C 3 boundaries
in R3, satisfying the following conditions:
1) Q(&1) D Q2(5) D for &y >4 > 0.

(ii) limg_o Vol(2(¢)\ ) =0.
Vol(X) is the 3-dim Lebesgue volume of X C R3. Note that the convergence in (ii) is
very weak so that we can take €2(¢) in any complicated topological type. Hereafter we
put Q&) =Q(H)\2 (£ >0).

Consider the GL functional in D(£2(¢)).

o 1 - 2 A 2\2 1 2
(@A) = SV iP5 (1=10P)" Jdxt | SirotAPdx. G

Q)

The main result of this paper is the following theorem.

THEOREM 3.1. Let (®,, Ay) be the solution of (1.2) obtained in Theorem 2.3 with
respect to the nonsimply connected domain Q2. For any A > A, there exists {o = {o(A) >
0 such that the functional ¥, ; defined by (3.1) has a local minimizer (®; ¢, A ¢) €
D(2(¢)) for 0 < ¢ < ¢ with

}%||(¢x,¢|g—¢AvAx,; ~4) | py =0 (3.2)
Here <I>;L’;|Q denotes the restriction of ®; . in Q.

Remark 3.2. By a compactness argument and the Schauder estimates for second order
elliptic boundary value problem, we can choose a solution satisfying the following
(3.3), (3.4) in addition to (3.2)

lim®;, , =®, inC*(Z()), 3.3
lim @20 =@ in (=) (3.3)

{hgbAk,g = A, inCY(TW)), (3.4)

for any n > 0, ¥ > 0, where

() = {x e Q| dist(x, Q(n) = n}, (k)= {xeR®| x| <«}. (3.5)
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4. Proof of Theorem 3.1

Let @} C?(R3; C) be an extension of the function ®,, that is, O3 (x) = P, (x) for
x € 2. We first prepare an inequality derived immediately from Proposition 2.5.

LEMMA 4.1. There exist constants ¢’ > 0, ¢’ > 0, and ¢’ = " (®%, Ay) > 0 such that

Yoo (®F +W, Ay +B) — % (D5, Ar)

’ 7 4 i 4.1)
Zc ”(‘IJIQ’B)”?)(Q)_C ||(qJ|Q’B)”D(S2)_C Vol (Q(2))

for (¥, B) € D(2(¢)) satisfying (W, B) € N(®y, Ay), provided that A 2 Ay and
0<¢ <.

Proof. From (3.1), we have
9.0 (PF+ U, Ay + B) =96, (P}, Az)

= 90.(Pr+ Vi@, Ax+ B) — %, (D1, A))

+/Q(§) (%|(V"'(AA+B)>(<I>X+\P)IZ+%(1—|<I>i+w|2>2>dx

-, (= smpos (1= o))

2 ¥ (Pr+ Wi, As+ B) — %, (D1, Ax)
L (oiae Pt e Y
/Q@)(ZHV iA;)®%] +4(1 {¢A|)>dx.

Note that the last term does not depend on W and B. By using Proposition 2.5, we
obtain the desired inequality. O

(4.2)

We define a set F in D(£2(¢)) in which we seek for a local minimizer of 3(;, .

F(8,€,0):= {(q>, A) e D(QQ)) | (Pla— Pr. A—A;) € N(Dy, Ay),

H (CD\Q — @5, A _AK) HD(Q) S8, %, (2, 4) _%LZ((D;’ A/\) s 6}-
(4.3)

We prove the existence of the (global) minimizer of ¥y  in F(3,¢€,¢) of D(€2(¢)) by
taking § > 0 and € > 0 adequately for small { > 0. Put

16c/”V01(Q(§)))1/2

€@)=c"Vol(Q(1)),  8(2) :< = (4.4)

where ¢/, ¢”, and ¢’ are positive constants given in Lemma 4.1. Then we have the
following lemma.



S. Jimbo and J. Zhai 107

LEmMMA 4.2. There exists {o > 0 such that for ¢ € (0, ),

8
[ (@12 — P, A—AA)HD(Q) < % for (®,A) € F(8(2),€(),¢). 4.5)

Proof. Put W = ®—®* B = A—A;.Take {o > 0 small so that 0 < §(¢) < (¢’/2¢")1/?
for ¢ € (0, ¢o). Then from the definition of F(§(¢),€(¢),¢) and (4.4),

/

1/2
||(w.Q,B)||D(Q)§8<c><(;C,,) V(D A) € F(3(D),e(0).¢),  (46)

and consequently, we have

c/
[ (¥ie, B) ”?)(sz) —c"|[ (¥, B) ”Alr)(sz) 2 5 (Wi, B) ||2D(Q)' “.7)

Using Lemma 4.1, we obtain

/
S (Wi B) [0y = 9.0 (0, M) =563, (€. 4,) ¢ Vol (Q(2)

S e(@)+c" Vol (Q(2)) < 2¢" Vol (Q(2)),

(4.8)

then [|(Wiq. B)[13q) < (4c”/c) Vol(Q(£)) = 8(0)2/4. 0

Proof of Theorem 3.1. We consider the minimizing problem of ¥ ;(P,A) on

F(8(8),€(£). 0).
Let {(®y, Am)}o_; C F(8(2),€(¢),¢) be a minimizing sequence of ¥ ; for a fixed

¢ €0, o).
Note the identity

IVGIIZ2 gs.p3vs) = iV G172 sy + 110t Gl o s,y 4.9)

for any vector valued function G with VG € L%(R3; R3*3). From the boundedness of
He 5. (P, Ap) (m 2 1), the definitions (2.7), (4.3), and div A, =0 in R3, we see that

/ (V=iAp)®p|dx  (m=1), (4.10)
Q@)
/ @, dx  (m = 1), (4.11)
Q@)
/}VAm}zdx (m=>1), 4.12)
]R3

are bounded. By the Sobolev inequality (cf. [11, Chapter 7]), (4.12) and A,, €
LO(R3; R3), we get the boundedness of

/R3 | A [®dx  (m=1). (4.13)
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Relations (4.11) and (4.13) yield that {®,,A,,} C L?(2(¢); C3) is bounded and the
boundedness relations of fm{) |V®,,|>dx (m = 1) follows from (4.10).

By the usual weak convergence argument in the reflexive Banach space with the aid
of the Sobolev imbedding theorem and the Kondrachov compact imbedding theorem
(cf. [1, Chapter 7]), there exist subsequences {®,,/} C {®,,}, {A,y} C {A,} and their
limits &’ € H'(Q(¢); C), A’ € Z such that

Vo, — VO weakly in L2(Q (©); (C3),

. (4.14)
®,y —> @ strongly in L*(R2(¢); C),
VA, —> VA" weakly in L*(R?; R,
A,y —> A’ strongly in L4(Q ©); R3). 15
Relations (4.14) and (4.15) yield
liminf %, 5, (P, Apr) = e . (P, A) (4.16)

m—0o0

and (', A") € F(8(¢),€(£),¢).

Therefore, (®', A’) is a (global) minimizer of ¥, in F(8(¢),€($), ).

Hereafter, we denote (', A") by (s ¢, Ay ). It is easy to see from Lemma 4.2
that (Pj -, Ax,¢) is the interior point of F(8(¢),€(¢),¢) in the relative topology of
N(Dy, Ay).

It remains to show that there exists a neighbourhood of (&, ¢, Ay ¢) in D(£2(¢)) such
that (®; ¢, Ay ) is also a minimizer in this neighbourhood. In Lemma 4.3, we prove
that there is a neighbourhood of (®; ;, A, ;) in D(£2(¢)) which can be mapped into
F(5(¢),€(¢),¢) by the gauge transformation (2.3). Thus from the gauge invariance
of the GL functional, we obtain that (®; ,, A; ) is also a local minimizer of ¥,
in D(2(2)). O

LeEmmMA 4.3. For ¢ € (0,¢), there exists n = n(¢) > 0 such that for any (®,A) €
D(2(¢)) with
” (@ —®cs) g A—Ax,g)HD(Q) =, (4.17)

there exists a real-valued function p satisfying Vp € Z and (®e'’,A + Vp) €
F(8(2),€(8),¢).

Proof. For a given (®, A), we consider the system of equations for p

/ Im ((®e™” — ®; )@y ) dx =0, (4.18)
Q

div(A+Vp)=0 in R3. (4.19)
If p is a solution of (4.18) and (4.19), then

(Pe” — D5, A+Vp—A;) € N(Dy, Ay) (4.20)
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provided that div A, = 0. From the gauge invariance of the GL functional, we may
assume that div A; = 0 (cf. (2.3) and the discussion behind it).

By the operator P : LO(R3; R3) — Y, defined in Section 1, we have the decomposi-
tion

A= —-P)A+PAcY @Y, (I—P)A=—Vp, 4.21)

for a real-valued function p satisfying (4.19). If we impose

/ pdx =0 (4.22)
Q

on p, it is determined uniquely by A. We denote this p by p(A). Noting that A; ; =
PAjy ¢, weobtain —Vp(A) = (I — P)(A— A, ). By the continuity of P, we get

Vo)l o3y = c1llA—Ax cllLor3:r3)- (4.23)
Putting G =A— A, = P(A—A) )—Vp(A)in (4.9), we get

” V(A - AM) ”L2(R3;R3X3) z H div (_ VP(A)) ||L2(R3)

(4.24)
= H V( - VP(A)) ” L2(R3;R3%3)

Relations (4.22), (4.23), and (4.24) yield

”p(A) ||H2(Q) § CZ(HA - Ak,{ ”L(’(R3;R3) + H V(A - Ak,{) ’|L2(R3;R3X3))' (425)
From the Sobolev imbedding theorem,
lo(Mlle@ = [ V(A=A e) | g poss)- (4.26)

Note that p = p(A)+£ also satisfies (4.19) for any constant £ € R. Equation (4.18)
can be rewritten in terms of £ € R.

/ Im((q>—cm)@e(”(f‘”fﬁ)derf @, *sin (p(A)+£)dx =0.  (4.27)
Q Q

Applying the implicit function theorem to (4.27), we see that there exits a unique
solution £(A) € (—mw /4, /4) if n in (4.17) is small.
Thus we have proved that there is a p such that Vp € Z and

(Pe'” —d;, A+Vp—A;) € N(Py, Ay). (4.28)
The other conditions in (4.3) can be satisfied if we take n small enough. O

Remark 4.4. We have shown that (®, ;, A, ;) is a local minimizer of ¥, ; in D(£2({)).
Applying the regularity argument to the weak solution of the third kind elliptic boundary
value problem (cf. [18]), we get @ , € H2(Q(?)). Note that (D¢, Ay, ¢) satisfies the
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variational equation (GL equation):

(V=id) o'+ (1-]¢*) @ =0 inQ(),

Rlod

av

i(®Ve -’V
2

—i(A/-v)CD/ =0 ondQ(), (4.29)

rot rot A’+< +‘¢/|2A/>AQ({)=O in R?,

in the distribution sense. Using div A’ = 0 in R3, the second equation is written as
i(PVY -V
2

_AA’+< +|<1>/|2A)AQ@) =0 inR>. (4.30)

Applying the regularity argument and the Schauder estimate to the obtained elliptic
system, we see that @, ; is C? in Q(¢) and A; ¢ is C! in R3,

5. Proof of Proposition 2.5

Let (®,A) = (P, A) = (u+vi,A) € D(Q) NC! be the solution of (1.2) in
Theorem 2.3. A direct calculation yields

1

where
2

)\'((PZ + wZ)

1 + (u¢p+vy)B>

IA(CD,A,\II,B):/ (—,\(u¢+vw)(¢2+w2)+
Q

(Vo + Ay, BY)+(Vy— Ap, —B¢)+(¢2+1ﬁ2)32) dx.
5.2)

The first term in the right-hand side of (5.1) is the second variation at (W, B) and its
estimate is given by Theorem 2.3. Since (P, A) is a solution in €2, the first variation
vanishes and ¥, (®, A; W, B) becomes the leading term.

For any small §, we estimate the right of I, by

/|u¢)+v1/f|(¢2+1/f2)dx§/8(u2+v2)(¢2+¢2)+C5(¢4+1/f4)dx
Q Q
§8max(|u|2+|v|2)f (¢>+v?)dx (5.3)
Q2 Q

+C (I8N )+ 111 g )-

f|V¢||Bw|dx§5f |V¢|2dx+c5/ (IBI* + v 1*) dx
@ § & (5.4)

S8/9|V¢|2dx+C(||BII‘£+IIt/fIIjt,l(Q)),
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and similar inequalities for the remaining terms. Thus, we obtain

|L.(®, A, W, B)| <8 (., B)[I3q) +CI(W. B)[ - (5.5)
By taking § small, the proposition is proved. O
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