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We prove the existence and uniqueness of strong solution to the stochastic Leray-a equations under
appropriate conditions on the data. This is achieved by means of the Galerkin approximation
scheme. We also study the asymptotic behaviour of the strong solution as alpha goes to zero. We
show that a sequence of strong solutions converges in appropriate topologies to weak solutions of
the 3D stochastic Navier-Stokes equations.

1. Introduction

It is computationally expensive to perform reliable direct numerical simulation of the Navier-
Stokes equations for high Reynolds number flows due to the wide range of scales of motion
that need to be resolved. The use of numerical models allows researchers to simulate
turbulent flows using smaller computational resources. In this paper, we study a particular
subgrid-scale turbulence model known as the Leray-alpha model (Leray-a).

We are interested in the study of the probabilistic strong solutions of the 3D Leray-
alpha equations, subject to space periodic boundary conditions, in the case in which random
perturbations appear. To be more precise, let T = [0, L], T > 0, and consider the system

d(u - azAu> + [—vA <u - azAu> -u- V(u - azAu> + Vp]dt
= F(t,u)dt + G(t,u)dW in (0,T) xT,
V-u=0 in (0,T)xT, (1.1)

u(t, x) is periodic in x,f udx=0,
T

u(0)=uy inT<T,
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where u = (uj,up,u3) and p are unknown random fields on [0,T] x T, representing,
respectively, the velocity and the pressure, at each point of [0,T] x T, of an incompressible
viscous fluid with constant density filling the domain T. The constant v > 0 and « represent,
respectively, the kinematic viscosity of the fluid and spatial scale at which fluid motion is
filtered. The terms F(t,u) and G(t,u)dW are external forces depending eventually on u,
where W is an R™-valued standard Wiener process. Finally, uy is a given random initial
velocity field.

The deterministic version of (1.1), that is, when G = 0, has been the object of intense
investigation over the last years. The initial motivation was to find a closure model for the 3D
turbulence averaged Reynolds number; for more details, we refer to [1] and the references
therein. A key interest in the model is the fact that it serves as a good approximation of
the 3D Navier-Stokes equations. It is readily seen that when a = 0, the problem reduces
to the usual 3D Navier-Stokes equations. Many important results have been obtained in
the deterministic case. More precisely, the global wellposedness of weak solutions for the
deterministic Leray-alpha equations has been established in [2] and also their relation with
Navier-Stokes equations as & approaches zero. The global attractor was constructed in [1, 3].

The addition of white noise driven terms to the basic governing equations for a
physical system is natural for both practical and theoretical applications. For example, these
stochastically forced terms can be used to account for numerical and empirical uncertainties
and thus provide a means to study the robustness of a basic model. Specifically in the context
of fluids, complex phenomena related to turbulence may also be produced by stochastic
perturbations. For instance, in the recent work of Mikulevicius and Rozovskii [4], such terms
are shown to arise from basic physical principals. To the best of our knowledge, there is no
systematic work for the 3D stochastic Leray-a model.

In this paper, we will prove the existence and uniqueness of strong solutions to our
stochastic Leray-a equations under appropriate conditions on the data, by approximating
it by means of the Galerkin method (see Theorem 2.3). Here, the word “strong” means
“strong” in the sense of the theory of stochastic differential equations, assuming that the
stochastic processes are defined on a complete probability space and the Wiener process
is given in advance. Since we consider the strong solution of the stochastic Leray-alpha
equations, we do not need to use the techniques considered in the case of weak solutions
(see [5-9]). The techniques applied in this paper use in particular the properties of stopping
times and some basic convergence principles from functional analysis (see [10-13]). An
important result, which cannot be proved in the case of weak solutions, is that the Galerkin
approximations converge in mean square to the solution of the stochastic Leray-alpha
equations (see Theorem 2.4). We can prove by using the property of higher-order moments
for the solution. Moreover, as in the deterministic case [2], we take limits « — 0. We study the
behavior of strong solutions as & approaches 0. More precisely, we show that, under this limit,
a subsequence of solutions in question converges to a probabilistic weak solutions for the 3D
stochastic Navier-Stokes equations (see Theorem 6.5). This is reminiscent of the vanishing
viscosity method; see, for instance, [14, 15].

This paper is organized as follows. In Section 2, we formulate the problem and state
the first result on the existence and uniqueness of strong solutions for the 3D stochastic Leray-
a model. In Section 3, we introduce the Galerkin approximation of our problem and derive
crucial a priori estimates for its solutions. Section 4 is devoted to the proof of the existence and
uniqueness of strong solutions for the 3D stochastic Leray-a model. In Section 5, We prove
the convergence result of Theorem 2.4. In Section 6, we study the asymptotic behavior of the
strong solutions for the 3D stochastic Leray-a model as a approaches 0.
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2. Statement of the Problem and the First Main Result

Let T = [0, L]°. We denote by C;’gr(t)3 the space of all T-periodic C* vector fields defined on
C. We set

(e {@ec;';r(tf/J‘ (Ddx:O;V.(I)=0}. (2.1)
T

We denote by H and V the closure of the set U in the spaces L*(T)” and H'!(T)?, respectively.
Then H is a Hilbert space equipped with the inner product of L*(T)°. V is Hilbert space
equipped with inner product of H'(T)>. We denote by (-,-) and | - | the inner product and
norm in H. The inner product and norm in V are denoted by ((-,-)) and || - ||, respectively. Let
A = —PA be the Stokes operator with domain D(A) = H%(T)*> NV, where p : [3(T)® - H
is the Leray projector. A is an isomorphism from V to V'(the dual space of V) with compact
inverse, hence A has eigenvalues {\x}52,, that is, 472 /L[> =1 <A, <--- <\, — o(n — )
and corresponding eigenfunctions {wy };-; which form an orthonormal basis of H such that
Awy = Mwi.
We also have

(Av,0)y, > pllo]? (2.2)

for all v € V, where > 0 and (-, -),» denotes the duality between V and V.
Following the notations common in the study of Navier-Stokes equations, we set

B(u,v) =pP(u-V)v Yu,veV. (2.3)
Then (see [16-18])
(B(u,v),v)y, =0 VYu,vey, (2.4)
(B(u,v),w)y =—(Bu,w),v)y, Yu,v,wevV, (2.5)
|(B(u,v),w)| < C|Au|||v|||lw|, Yue D(A), veV, weH, (2.6)
(B(w,v),w)pay| < Clulllv|||Aw|, VYu e H, veV, we D(A), (2.7)
[(B(u,v), )| < Clul”*[[ul*[o]*|[o]*|wll, YueV,veVweV, (2.8)
|(B(u,v),w)| < Clu|”*|[ull’*||0||*|Avf'*|w|, YueV, veD(A), we H. (2.9)

Let (Q, ¥, P) be a complete probability space and {¥;}<r an increasing and right-
continuous family of sub-o-algebras of & such that ¥ contains all the P-null sets of . Let W
be a R"-valued Wiener process on (Q, F, {F+}o<s<r, P)-
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We now introduce some probabilistic evolution spaces.
Let X be a Banach space. For r,p > 1, we denote by

LP(Q, ¥, P;L7(0,T; X)) (2.10)

the space of functions u = u(x,t, w) with values in Xdefined on [0, T] x € and such that

(1) u is measurable with respect to (¢, w) and for each t, u is F; measurable,

(2) u € X for almost all (t,w) and

T p/r 1/r
||u||LP(Q,§C,P;U(O,T;X)) = [E <f0||u||§(dt> ] <, (2.11)

where E denote the mathematical expectation with respect to the probability measure P.
The space L7 (Q, ¥, P; L"(0,T; X)) so defined is a Banach space.
When r = oo, the norm in LP(Q, ¥, P; L*(0,T; X)) is given by

1/p
||u||Lp(g,§c,P;Lw(o,T;X)) = <ESUP||”||§<> . (212)
0<t<T

We make precise our assumptions on F and G. We suppose that F and G are
measurable Lipschitz mappings from Q x (0, T) x H into H and from Q x (0,T) x H into H®",
respectively. More exactly, assume that, for all u,v € H, F(-, u) and G(:, u) are ¥;-adapted, and
dP x dt —a.e. in Qx (0,T)

|F(t,u) = F(t,v)|y < Lrlu—-1v|,

F(t,0) =0,
(2.13)

G(t,0) = 0.

IG(t, 1) — G(t, )| pgom < Lelu - 1),

Here H®" is the product of m copies of H.
Finally, we assume that uy € L?(Q, Fo, P; D(A)).

Remark 2.1. The condition 10 is given only to simplify the calculations. It can be omitted; in
which case one could use the estimate

|F(t,u)[* < 2L2[ul* + 2|F(t,0) (2.14)

that follows from the Lipschitz condition. The same remark applies to G.
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Alongside problem (1.1), we will consider the equivalent abstract stochastic evolution
equation

d(u + cszu> + [vA <u + azAu> + B<u,u + azAu>] dt = F(t,u)dt + G(t, u)dWw, (2.15)

u(0) = up.

We now define the concept of strong solution of the problem (2.15) as follows.

Definition 2.2. By a strong solution of problem (2.15), we mean a stochastic process u such
that

(1) u(t) is Fradapted forall t € [0,T],
(2) u € LP(Q, ¥, P;L?(0,T; D(A*?))) N LP(Q, F, P; L*(0,T,D(A))) forall 1 < p < oo,

(3) u is weakly continuous with values in D(A),
(4) P-as., the following integral equation holds:

t t

<u(t) + a2Au(t),(D> + vf (u(s) + aZAu(s),A(D) ds + f <B (u(s),u(s) + aZAu(s)>,<I>> ds

0 0

_ (uo + azAuO,(I)> T f t (F(s,u(s)), ®)ds + ft (G(s, u(s)), ®)dW (s)
0 0
(2.16)

forall® € U, and t € [0, T].
Notation 1. In this paper, weak convergence is denoted by — and strong convergence by — .
Our first result of this paper is the following.

Theorem 2.3 (existence and uniqueness). Suppose that the hypotheses (2.13) hold, and uy €
L?(Q, Fo, P; D(A)). Then problem (2.15) has a solution in the sense of Definition 2.2. The solution is
unique almost surely and has in D(A) almost surely continuous trajectories.

We also prove that the sequence (u,) of our Galerkin approximation (see (3.1) below)
approximates the solution u of the 3D stochastic Leray-a model in mean square.
This is the object of the second result of the paper.

Theorem 2.4 (Convergence results). Under the hypotheses of Theorem 2.3, the following conver-
gences hold:

t
EI [lun(s) - u(s)||%,(A3/2)ds — 0 forn— oo, E|u,(t)- u(t)||%7(A) —0, n— oo
0

(2.17)

forallt € [0,T].
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Remark 2.5. Theorems 2.3 and 2.4 are also true if one assumes measurable Lipschitz mappings
F:Qx(0,T) x D(A*?) —» Hand G:Qx (0,T) x D(A) — H®™.

Remark 2.6. For the existence of the pressure, we can use a generalization of the Rham’s
theorem for processes (see [19, Theorem 4.1, Remark 4.3]). See also [6, page 15].

3. Galerkin Approximations and A Priori Estimates

We now introduce the Galerkin scheme associated to the original equation (2.15) and
establish some uniform estimates.

3.1. The Approximate Equation

Let {wj}]f'il be an orthonormal basis of H consisting of eigenfunctions of the operator A.

Denote H,, = span{wy, ..., w,} and let P, be the Lz-orthogonal projection from H onto H,.
We look for a sequence u,(t) in H, solutions of the following initial value problem:

dv, + [vAv, + P,B(u,,v,)]dt = P,F(t,u,)dt + P,G(t, u,)dW,
u, (0) = P,uy, (3.1)

Uy = Uy + azAun.

By the theory of stochastic differential equations (see [20-23]), there is a unique continuous
(F+)-adapted process u,(t) € L>(Q, F, P; L*(0,T; Hy)) of (3.1).
We next establish some uniform estimates on u,, and v,,.

3.2. A Priori Estimates
Throughout this section C, C;(i = 1, ...) denote positive constants independent of n and a.

Lemma 3.1. u,, and v, satisfy the following a priori estimates:

T
E sup |v,(s)[* + 4vpE f loa(s)||*ds < C1,
0

0<s<T

Cs
Esup |u,(s)]> < Ca, Esup [[un(s)|]* < = L
0<s<T 0<s<T
(3.2)

E sup | Auy (s)]* < —, J lun(s)|?ds < Cs,

0<s<T

T
f |Aun(S)|2ds< C6 EI |A3/2un(s)| ds < 9
0
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Proof. To prove Lemma 3.1, it suffices to establish the first inequality and use the fact that

2
[Op]? = |ty + 0P Atty| = [un]? + 202 ||Jun|)* + a*| Ay,

) (3.3)
ol = Il + 203 Aty [ + 2| 472, |
By Ito’s formula, we have from (3.1)
dlv, (D] + 2[{v(Avy, Un )y + (B(Un, 0n), Un )y ] dt
(3.4)
= <(2F(t, ), vn) + | PaG(t, un)|2>dt +2(G(t, up), vp)dW.
But then, taking into account (2.4), (2.2) and the fact that
(F(5,u(5)), () < C(1+ou(s)1),
(3.5)
IPAG(s,un ()" < C(1+ [on(s)),
we deduce from (3.4) that
t
a0 + 209 fou ()P
’ t t (3.6)
< |on (O)|2 +CT + C3I [0, (s)|2ds + ZI (G(s,un(s)),vu(s))dW (s).
0 0
For each integer N > 0, consider the ¥;-stopping time 7y defined by
TN = inf{t oa(HP > NZ} AT. (3.7)
It follows from (3.6) that
tATN EATN
sup |va(s)]* + 2va |wa(s)]*ds < [0a(0)* + CsT + cgf [oa(s)|* ds
s€[0,tATN ] 0 0
(3.8)

f (G(s, 1 (5)), 0n(5))dAW (5)

0

+2 sup

s€[0,tATN]
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forallt € (0,T) and all N, n > 1. Taking expectation in (3.8), by Doob’s inequality it holds

1/2

E sup S(G(S,un(S)),vn(S))dW(S) < 3E<ftATN(G(S, Un(5)),0n(5)) d5>
0

se[0,tnTn]Y O
tATN
§3E<f IG(s,un(S))Izlvn(S)|2d5>
0

1 INTN
< ZE sup |v.(s)] +C10T+C11Ef [oa(s)*ds.

2 0<s<tATN

1/2

(3.9)

Next using Gronwall’s lemma, it follows that there exists a constant C; depending on T,C
such that, foralln > 1

T
Esup|v,(s)]* + 4vaf o (s)||*ds < Ci. (3.10)
0

0<s<T

The following result is related to the higher integrability of u, and v,,.

Lemma 3.2. One has

Esup [v,(s)] <Cp, Esup |u,(s)|’ <Cp, (3.11)
0<s<T 0<s<T
Co
Esup [[u,(s)IIF < —, (3.12)
0<s<T af
CP

Esup |”"(5)|D(A) (3.13)

o
0<s<T ab

forall1<p < oo.

Proof. By Ito’s formula, we have for 4 <p < oo

don()"? = Bo, (0>

<—V(Avn,vn) ~(B(un,vn), 0n )y + (F(t, un), vy) + p-4 (G(trun)/vn)2>dt

4 Joa)P
+ g|vn(t)|”/2"2(G(t, 1), ) AW,
(3.14)
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Taking into account (2.4) and the fact that

[0, ()| /P72 (E(t, uy), v) < C(l + |vn(s)|”/2> (Young’s inequality),

(G(s, ), 0n)’ (3.15)

s C(1+lvals)),

we deduce from (3.14) that

[oa (P < [0a(0)"/2 + Cf (1+[oa(s)P"?) ds + gj [on(8)IP2 (G (s, n(5)), vu(5)) AW ().
0 0
(3.16)

Taking the supremum, the square, and the mathematical expectation in (3.16), and owing to
the Martingale’s inequality it holds

2
E sup

0<s<T

f Slvn<s>|"/2‘2<c<s, Un(s)), vn(s)) AW (s)
0
T
< 4Ej ()P4 (G (5, n(5)), Tn(s))2dls (317)
0
T
< 4CEI (1+ va(s)|P)ds.
0

Applying Gronwall’s lemma, it follows that there exists a constant C,, such that

Esuplv,(s) <Cp (3.18)

0<s<T

for all p > 4. With this being proved for any p > 4, it is subsequently true for any 1 < p < co.
Other inequalities are deduced from the relation

[On(8)I” = | (5)|* + 207 |[un (5)]|* + a*| Aty (). (3.19)
O

We also have the following.

Lemma 3.3. One has
T P
E(f ||v,,(s)||2ds> <C, for1<p<oo. (3.20)
0

Proof. The proof is derived from (4.46), Martingale’s inequality, and Lemma 3.2. O
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4. Proof of Theorem 2.3

4.1. Existence

With the uniform estimates on the solution of the Galerkin approximations in hand, we
proceed to identify a limit u. This stochastic process is shown to satisfy a stochastic
partial differential equations (see (4.2)) with unknown terms corresponding to the nonlinear
portions of the equation. Next, using the properties of stopping times and some basic
convergence principles from functional analysis, we identify the unknown portions.

We will split the proof of the existence into two steps.

4.1.1. Taking Limits in the Finite-Dimensional Equations

Lemma 4.1 (limit system). Under the hypotheses of Theorem 2.3, there exist adapted processes
u, B*, F*, and G* with the reqularity,

ue U’(Q, 7, P; L2<0, T;D<A3/2)>> NLP(Q,F, P;L=(0,T; D(A))),
ve LP(Q, Z,P;12(0,T; V)),

veC(0,T;H)a.s.,

ueC(0,T;D(A))a.s., (4.1)
B en (@8 PrOT: V),
F* e 1*(Q,F,P;LX(0,T; H)),
G e I2(Q,F,P;12(0,T; H™™)),
such that u, B*, F*, and G* satisfy

t t t t
o(t) + VJOAU(S)dS + IOB*(s)ds =v(0) + J‘OF*(s)ds + IOG*(s)dW(S) (4.2)

where v(t) = u(t) + a® Au(t) and 1 < p < oo.

Remark 4.2. We use the following elementary facts regarding weakly convergent sequences
in the proof below.

(i) Let S1 and S, be Banach spaces and let L : S; — S; be a continuous linear operator.
If (x,) is a sequence in S; such that x, — x (where x € 5;), then L(x,) — L(x).
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(ii) If S is Banach space and if (x,) is a sequence from L*(Q, ¥, P; L?(0,T; S)), which
converges weakly to x in L2(Q, ¥, P;L*(0,T;S)), then for n — oo the following
assertions are true:

t t
f x,(s)ds — J x(s)ds,
0 0

(4.3)

t t
J‘ xn(s) AW (s) AJ- x(s) dW (s)
0

0

in L*(Q, ¥, P;L*(0,T; S)).

Proof of Lemma 4.1 . Using (2.8) and Holder’s inequality, we have

1/2

T 1/2 T 2
EJ (| PuB (1, (£), 0 (£) 13 SC<E sup ||un<t>||4> <E<f ||vn<t>||2dt> > . (4.4)
0 t€[0,T] 0

The later quantity is uniformly bounded as a consequence of Lemmas 3.2, 3.3. From (4.4),
we can deduce that the sequence P,B(u,, v,) is bounded in L%(Q, ¥, P; L*(0,T;V’)). On the
other hand, from Lemmas 3.1, 3.2, 3.3 and the Lipschitz conditions on F and G, we have
that the sequence u, is bounded in LP(Q, &, P; L*(0, T; D(A%?)) N LP(Q, ¥, P; L*(0, T; D(A)),
the sequence v, is bounded in L*(Q, F, P; L?(0,T; V))NL*(Q, F, P; L*(0,T; H)), the sequence
v,(0) is bounded in L*(Q, ¥y, P; H), the sequence u,(0) is bounded in L*(Q, ¥y, P; D(A)),
the sequence P,F(t, u,) is bounded in L2(Q, ¥, P; L*>(0,T; H)), and P,G(t, u,) is bounded in
L*(Q, ¢, P; L*(0,T; H®™)).

Thus with Alaoglu’s theorem, we can ensure that there exists a subsequence {u,} C
{u,), and seven elements u € LP(Q,¥,P;L*(0,T; D(A%?))) n LP(Q,F, P;L*(0,T; D(A))),
v € L2(Q,F P;12(0,T;V)) n L2(Q,F,P;L*(0,T; H)), B* € L*Q,F P;L%0,T; V"), F* €
1X(Q,F,P;I2(0,T;H)), p1 € LXQ,F0,H), pr € L(Q,F0,D(A) and G* € [2(QF,P;
L%(0,T; H®™)) such that:

Uy —u in LP <Q I, P; L2 (0, T,-D(A3/2)>) NLP(Q,F, P;L=(0,T; D(A))), (4.5)
Oy — v in L (Q F, P;12(0,T; V)>, (4.6)
PuB(uy,vn) — B* in L2<Q, F,P;12(0,T; V’)), (4.7)

PuF(tuy) — F* in L2 (Q ¢, P;1%(0,T; H)),
0y (0) = p1 in L*(Q, Fo, H) (4.8)
un’(o) — P2 in LZ(Q/ ?0/ D(A))

PuGtuy) = G in L(Q,F, P;L2(0,T; H*™)). (4.9)
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Using Remark 4.2 and the weak convergence above, we obtain from (3.1)
t t t t
o(t) + vf Av(s) ds +f B*(s) ds = vy +J F*(s) ds + f G*(s)dW (s) (4.10)
0 0 0 0

for all t € [0,T], where v(t) = u(t) + a®> Au(t) and vg = ug + a® Auy.
Referring then to results [21, 24, 25], we find that v has modification such that v €
C(0,T; H) a.s. which implies that u has modification in C(0,T; D(A)) a.s. O

4.1.2. Proof of B*= B(u,v), F*= F(t,u) and G*= G(t, u)

For simplicity we keep on denoting by {u,} the subsequence {u,,} in this step.

Let (X(t))e[o,r] be a process in the space L*(Q, ¥, P;L*(0,T; V)). Using the properties
of A and of its eigenvectors {w;, wy,...} (A1, Ay, ... are the corresponding eigenvalues), we
have

[P XN < [IXDI,  [PX ()] < IX(B)],  [X(F) = P.X(B)] < [X(B)],

BIX (1) = PX(B)|* < (AX(t) - APX(1), X (1) - PX (1)),

8

= S (), ws) (4.11)

N

< (AX(), X(1)) v

<ClIX@)P.
Hence for dP x dt a.e. (w,t) € Q x [0,T], we have

lim [|X (w, t) = PaX (w0, D)]* = 0. (4.12)
By the Lebesgue dominated convergence theorem, it follows that

T
lim f X (t) — P,X(1)|[dt = 0,
OT (4.13)
lim EI X (t) — P,X(t)|[dt = 0,
n—oo 0

Jim E[|X(8) - P,X®)|* = 0. (4.14)
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Applying this result to X = v € L2(Q, ¥, P; L*>(0,T; V)) or X = u, we have

Pov—v inL? (Q, ¥, P, 1*0,T; V)>/

Pau—u in L2<Q, F,P;L2(0,T; V)).

With a candidate solution in hand, it remains to show that

B* = B(u,v), F*=F(t,u), G" = G(t,u).

13

(4.15)

(4.16)

(4.17)

In the next lemma, we compare v and the sequence v, = u, + a> Au,, at least up to a stopping
time 7, T T a.s.; this is sufficient to deduce the existence result. Here, we are adapting

techniques used in [10, 11].
Let m € N*, consider the ¥;-stopping time 7, defined by

t
T = inf{t; lo(t)* +f lo(s)|*ds > mz} AT.
0

Notice that 7, is increasing as a function of m and moreover 7, — T a.s.

Lemma 4.3. One has

lim Ef " on(s) = v(s)|2ds = 0.
n—oo O

Proof. Using (4.15), it suffices to prove that

Tm

lim Ef |P,v(s) — va(s)||*> ds = 0.
n— oo 0

Using (3.1) and (4.10), the difference of P,v and v, satisfies the relation

d(P,v —v,) + [vA(P,v —v,) + P,B* — P,B(u,,v,)]dt
= P,(F* = F(t,u,))dt + P,(G* - G(t,u,))dW.

(4.18)

(4.19)

(4.20)

(4.21)

Let o(t) = exp{-mt - nzfg||v(s) I* ds},0 < t < T, with ny and n» positive constants to be fixed

later.
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Applying Ito’s formula to the process o (t)|P,v — v,|*, we have

o(t)|[Pyo(t) - va (B + Zﬁvfta(t)||an(s) — va(s)|°ds
0
< ZJ‘to(s)(B*(s) = B(un(s),vn(s)), Pav(s) — vs )y ds
0

+ tho(s)(F*(s) — F(s,u,(s)), P,u(s) —v,(s))ds
’ (4.22)

+ 2J‘tcf(S)IPn(G*(S) - G(s,un(s)))*ds
0
t t
ZI 0(s)(G(s) = G(s,un(s)), Pyv(s) = vn(s))dW - n1f 0(5)|Pyo(s) — va(s)*ds
0 0

t
- nzIOG(S)IIU(S)IIZIan(S) ~ va(s)*ds.

We are going to estimate the first three terms of the right-hand side of (4.22).
For the first term, using the cancellation property (2.4) and (2.8), we have

(B* = B(utn, Un), Pav = Uu)
= (B*, Pyv — vy)y: + (B(un — Pyu, Pyv), vy = Pyo)ys + (B(Puut, Pyv), vy — Py
< (B*, Puv = vn)y + Cluty = Pyut]"* |l = P41 Py0] | Py |0 - Pyo|
+ (B(Pyu, P,v), v, — Pyo)y

p

Elow = Pool + (B(Pas, Py), 00 = Py

(4.23)

C
< (B*, Pyv — v,y + — |0l |0n — Puv)* +

2p

For the term involving F* and F, using the Lipschitz conditions on F, we have

2(F* - F(t,uy), Pyv —v,) <2(F* - F(t,u), P,v —vy,) + 2(F(t,u) — F(t, Pyu), Pyv — v,)
+ 2Lp| Py — uy||Pyv — vy
< Z(F* - F(t,u),PnU - v‘rl) + Z(F(tlu) - F(tlpnu)lpnv - UVZ)

+2CLp|Pyv — v, *.
(4.24)
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For the term involving G* and G, using the Lipschitz conditions on G, we have
|Pu(G* = G(t, u))* < 2L2|Pyts — uy|* + 2L% 1 — Pyuf* + 2(G* — G(t, u), Po(G* — G(t,u,)))
~ |P.(G" - G(t,w)?
< 2L2|Pyv — v, + 2L |u — Pyul* + 2(G* = G(t,u), P.(G* - G(t, uy,)))

~|P(G* = G(t,u)*.
(4.25)

Taking into account (4.23)—(4.25), we obtain from (4.22)
t t
o (D) Pyo(t) - va ()] + Zﬂf 0 (s)|[Pyo(s) — vu(s)|*ds + Zf 0()[Pu(G(5) - G(s,u(s)))ds
0 0

t C t
< 2j o (5)(B*(5), Pyv(s) — vn(s) )y dls + ﬁf o(5)[[0(8)|Plon(s) - Pyo(s)lids
0 0

t
+ ﬂfocr(s)upnv(s) ~ ou(s)|Pds

+ ZItG(s)(B(Pnu(s), P,v(s)),vn(s) = P,o(s) )y ds+ 4CLpIt0(s)|an(s) —v,(s)]Pds
0 0

t

+ 4f o(s)(F*(s) — F(s,u(s)), P,u(s) — v,(s))ds
0

+ 4fto(s)(F(s, u(s)) — F(s, Pyu(s)), P,o(s) — v,(s))ds
0

+ 4chft 0(8)|Pyo(s) — va(s)|*ds +4L2 f t o(s)|u(s) = Pyu(s)*ds
0 0

t

+ 4f00(5)(G*(S) - G(s,u(s)), Pa(G*(s) = G(s,u(s))))ds

t t
- n1f 0(8)|Pyo(s) = va(s)Pds ~ nzf () [0(s)IPP|Pro(s) = va(s)I?
0 0

t

s 2f 5(5)(G*(8) — G(s, 1 (5)), Pyo(s) — va(s))dW.
0

(4.26)
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Therefore, if we take n; = 4CLf + 4Lé and n, = C/pv, we obtain from (4.26)
3 Tm
Eo(mm)|Pyo(n) ~oa(en)f+ 5[ o0)IPo() - (o)Pds
0

+ 2Emeo(s)|Pn(G*(s) — G(s,u(s)))Pds
0

< 2Emea(s)<B*(s),an(s) —0(s))yds
0

: ZEITmo<s><B<Pnu<s>, P,0(s)), 0a(s) - Pyo(s) s
’ (4.27)

+4Emeo(S)(F*(S) — F(s,u(s)), Pyo(s) — vn(s))ds
0

+ 4EJ‘TWO'(S)(F(S, u(s)) — F(s, Pyu(s)), P,o(s) — v,(s))ds
0

T

+ 4L2GEI " o(s)[u(s) - Pou(s)ds

0

+ 4EJ?G(S)(G*(S) —G(s,u(s)), P,(G*(s) — G(s,u(s))))ds.

Next, we are going to prove the convergence to 0 of each term on the right-hand side of (4.27).
Here we use some basic convergence principles from functional analysis [12, 13].
For the first two terms, we have

EJTmo(s)(B(Pnu(s),an(s)) - B*(s),v,(s) = Pyu(s))yds
0

- EJ‘T'"G(S)(B(Pnu(s),an(s)) = B(u(s),v(s)), vn(s) = Pyo(s))y.ds (4.28)
0

+ Efomo(s)(B(u(s),v(s)) — B*(s),vu(s) — Pyv(s))y.ds.

From the properties of B, we have

|B(Pyu, P,v) — B(u, )|y < ||B(Pyu —u, Pyo)l|ly: + ||B(u, Pyo —0)lly (429)
< (I1Pau = u|[| Puo|l + ([l | Pao = o).

We have from (4.15) and (4.16)

| I105,,10 () B(Pyut, Pyo) — B(u,v)||,, — 0, asn— oo, dt xdP -a.e.,
(4.30)

170710 () (B(Patt, Po2) - B, 0)) |y, < Cllulllo®)l] € L2(2,F, P 120, T;R) ).
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Using (4.6) and (4.15), we have
Op-Pyo—0 in L2 (Q F,P;1%(0,T; V)>. (4.31)

Applying the results of weak convergence (see [12, 13]), it follows from (4.30) and (4.31) that

T

lim EI mo(s)(B(Pnu, P,v) — B(u,v),v,(s) = P,o(s) )y.ds = 0. (4.32)
n— oo O

Also as Ijo,10(t)B(u,v) - B* € L>(Q,F, P; L*(0,T; V'), we have from (4.31)

lim Eijo(s)<B(u(s),v(s)) — B*(s),vy(s) — Pyv(s))y.ds =0. (4.33)
n— oo 0

On the other hand, from (4.16), the Lipschitz conditions on F, G and the fact that v, - P,v — 0
in L2(Q, ¥, P; L*(0,T; H)), we have

lim EJTmo(s)(G(s,u(s)) — G(s, Pyts(s)), va(s) — Pyv(s))ds = 0,
n—oo O

) (4.34)
lim EI o(s)(F(s,u(s)) — F(s, Pyu(s)), v, (s) — P,u(s))ds = 0.
n— oo O
Again from (4.31) and the fact that
F* - F(t,u) € L (gz F,P;L%(0,T; H)),
(4.35)
G' - G(t,u) € L(Q,F, P;L2(0,T; H™)),
we have
nlijn Emeo(s)(F*(s) — F(s,u(s)),v,(s) — P,ou(s))ds =0,
f (4.36)
lim EI o(s)(G*(s) — G(s,u(s)),v,(s) — Pyu(s))ds = 0.
n— oo 0
As
P.(G* - G(t,un)) — 0 in L2<Q, F,P;L2(0,T; H®’”)>, (4.37)

we also have

lim EJ‘Tmo(s)(G*(s) — G(s,u(s)), Pa(G* () = G(s, (s))))ds = 0. (4.38)
n—oo 0
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From (4.32)—(4.38), and the fact that

exp(-mT —nom) < Ijor, o) < 1,
we obtain from (4.27)
lim E(|Py0 () = 0a(z)f’) = 0,
n—oo

lim EJ " IPyo(s) = va(s)|Pds = 0,
0

n—oo

Ef |G*(s) — G(s,u(s))[*ds = 0.

0

Now from (4.42) and the fact that the sequence 7, tends to T, we have
G*(t) = G(t,u(t))

as elements of the space L?(Q, ¥, P; L*(0, T; H®™)).
Also observe that (4.40) and (4.15) imply that

lior) — vlios, in L2(QF, P20, T;V)),

(4.39)

(4.40)

(4.41)

(4.42)

(4.43)

(4.44)

where Ijor, ] is the indicator function of [0, 7,,]. Let w € V. We have the following estimate

from B:

|<B(u,'U) - PnB(un/Un)/w>V’|
< |(B(t,0) ~ Blttn, 0), @)yl + (I = Pu) Bt 00, )|

< Clllu = unlllloll + llon = olllloal)llwll + CIT = Pu)w|||uall[[vn]l

Thus from (4.45) and using Holder’s inequality, we have

EJOm (B(u(s),v(s)) = PuB(un(s), vn(s)), w)y.ds

T ) 1/2 T ) 1/2
< c(Efo () — 10a(5)] ds) <E f o) ds>
T 1/2 T 1/2
: 2 2
+<Ef0 [oa(s) — o(s)] ds) (Efonvn(s)n ds>

p 1/2 T 1/2
+C||<I—Pn>w||<EjO||un<s>||2ds> <Ef0||vn<s>||2ds> .

(4.45)

(4.46)
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Consequently, by (4.44) and (4.46), we have
Tim Ef:"w(u(s),v(s)) = PuB(uta(5),0a(s)), ) s = 0. (4.47)
Taking into account (4.7), it follows from (4.47) that
EJ? (B(u(s),v(s)) — B*(s),z(s))yds =0 (4.48)
forall z € Dy (Q x [0,T]), where Dy (2 x [0,T]) is a set of ¢p € L*(Q,F, P; L*(0,T;V)) with
p=wp, ¢el®Qx[0,T|;R), weV. (4.49)

Therefore, as T, tends to T and Dy (Q x [0,T]) is dense in L?(Q, ¥, P; L?>(0,T;V)), we obtain
from (4.48) that B(u(t), v(t)) = B*(t) as elements of the space L*(Q, ¥, P; L2(0,T; V')).
Analogously, using the Lipschitz condition on F and (4.44), we have F(t, u(t)) = F*(t)
as elements of the space L*(Q, ¥, P; L*(0, T; H)).
And the existence result follows. O

4.2. Uniqueness

Let u; and u, be two solutions of problem (2.15), which have in D(A) almost surely
continuous trajectories with the same initial data 1. Denote

vy = up + a’ A, Uy = Uy + ? Au,
(4.50)
V=01—03, U=U]—U.

By Ito’s formula, we have
()P + 2fO<Av(s>,v<s>>Vf 42 f (B (5),01(5) = Bl(s),22(5)), 0(5) )y
t t
= ZI (F(s,u1(s)) — F(s,u2(s)),v(s))ds + 2f (G(s,u1(s)) — G(s,uz(s)),v(s))ds  (4.51)
0 0
t
+ ’[0|G(S, u1(s)) — G(s, uz(s)) |3yemds.

Take A > 0 to be fixed later and define

b( )
o(t) = exp{—BIO||vl(s)|| ds - .)Lt}. (4.52)
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Applying Ito’s formula to the real-valued process o (t)|v(t) *, we obtain from(4.51)

t
cOl® + 2ﬁvfoo<s)||v<s>||2ds
t t
< 2[ o(5)(B(u(s),01(5)), 0(s))vr ds + 2foo<s)<1-"<s, 11(5)) = F(s, u2(s)), v(s))ds

0

t
+ 2j o(5)(G(s,11(5)) - G(s, ua(s)), 0(s)) AW (s) (4.53)

0

t
+ f 0(s)|G(s, u1(s)) = G(s, ua(s))[3ends

f B o1 () Po(s) Po(s)ds - f Ao (s)[o(s) Pds.

But from (2.8), we have
(B(u(s),v1(s)),v(s))yr
< Clu(s)|Hlu(s) I lor () I #llo(s) |

< Clo(s)["*lo(s) o (s)lllv(s) |l

(4.54)
< %nvl(sm P + o)1
(F(s,u1(s)) - F(s,u2(s)),v(s)) < Lr[o(s)[?,
IGls, () = (5, 14a()) o < Lol (8)]
We then obtain from(4.53)
sOl®F + 2ﬁvfo<s>||v<s>||2ds
t
; o()lon(s)|o(s)P ds + 2P f o(s)[o(s)|*ds + 2Ly f o(s)lo(s)ds

(4.55)

+ ZIto(s)(G(s, u1(s)) — G(s,uz(s)),v(s)) dW(s) + chfoo(s)|v(s)|2ds

t
f Zloi(s)IPlo(s)Po(s) ds - IOAO(S)IU(S)I2dS-
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Taking \ = Lé and b = C, we obtain from(4.55)

t
SOl ®P + @Lms)”v(swds
, , (4.56)
< 2Lpf o(s)[o(s) Pds + 2f 0(5)(G(s, u1(5)) — Gs, ua(s)), v(s))dW (s)
0 0

forallt € [0,T].
As 0 < o(t) <1, the expectation of the stochastic integral in (4.56) vanishes, and

EGGNUUMZSZLGEIZﬂstw)Fd& (4.57)
0

for all t € [0, T]. The Gronwall’s lemma implies that

lo(t)] =0, P-as. Vtel0,T], (4.58)

in particular

u(t) =0, P-as. Vte|0,T]. (4.59)
This complete the proof of the uniqueness.

5. Proof of Theorem 2.4

To prove the convergence result of Theorem 2.4, we need the following lemma which is
proved in [10, 11].

Lemma 5.1. Let {Q,,n > 1} be a sequence of continuous real-valued processes in L*(Q, ¥, P;
L%(0,T;R)), and let {Cp;m > 1} be a sequence of §F-stopping times such that o, is increasing

toT, supn21E|Qn(T)|2 < oo, and limy, _, x E|Q,(0m)| = 0 for all n > 1. Then lim,, _, . E|Q,(T)| = 0.

It follows from (4.41) and (4.15) that

T

hmEIﬂWﬂﬂ—dﬂWﬂ=0. (5.1)
n—oo 0

Also from (4.40) and (4.14), we have

Him Elo, (7,,) ~ 0(Tm)|* = 0. (5.2)
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Applying the preceding lemma to Q,(t) = fg||vn(s) —v(s)|]*ds and o, = Ty, and taking into
account the estimate of v, in Lemma 3.3, (5.1), and the uniqueness of v (or u), one obtains
that the whole sequence v,, defined by (3.1) satisfies

lim Ef o (s) — v(s)|*ds = (5.3)
for all t € [0, T]. Next, using the expression of v, and v, we deduce that
' 2
r}iiigoEj‘Ollun(s) —u(s)l[p(asr2yds = 0. (54)

Analogously, applying the lemma to Q,(t) = |v,(t) — v(t)|* and o, = T, and taking into
account the estimate of v, in Lemma 3.2, (5.2), and the uniqueness of u, we have that the
whole sequence v, defined by (3.1) satisfies lim,, _, ., E|v,(t) — v(t)[> = 0. Using the expression
of v, and v, we have lim,, _, . E||u, (t) — u(t) =0 forallt € [0, T]. This complete the proof
of Theorem 2.4.

154 =

6. Asymptotic Behavior of Strong Solutions for
the 3D Stochastic Leray-a as « Approaches Zero

The purpose of this section is to study the behavior of strong solutions for the 3D stochastic
Leray-a model as a goes to zero. Therefore, we study the weak compactness of strong
solutions of the 3D stochastic Leray-a equations as a approaches zero. One of the crucial
point is to show that

T-6
2
E sup |uqa(t+0) — ua(t)|D(A), dt < C6, (6.1)
0<|0|<6<17/ 6

where C is a constant independent of a. To do this, we adopt the method developed for the
deterministic 3D Leray-a equations [2]. In this method, an important role is played by the

operator (I + a>A)”". Here our line of investigation is inspired by [5, 6, 9].

6.1. Tightness of Strong Solutions for the 3D Stochastic Leray-a Equations

In this subsection, we prove the tightness of strong solutions of the 3D stochastic Leray-a
equations as a approaches zero. The main result of this subsection is the following lemma.

Lemma 6.1. Suppose that hypotheses (2.13) hold, and uy € L*(Q, Fo, P; D(A)). Let u, be a strong
solution for the 3D stochastic Leray-a equations. One has

T-6

E sup |uq(t+6) - u,,(t)|123(A),dt < C6, (6.2)
0<|0|<6<1Y/ 6

where C is a constant independent of a.
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Proof. We recall that D(A)' = D(A™).
From (2.15), we have

d(I + a2A>ua +vA (ua + azAua>dt + B(ua,ua + zszua) dt = F(t,u,) dt + G(t, u,)dW.
(6.3)

We recall that I + a®A is an isomorphism from D(A) to H and

<1. (6.4)
£(H,H)

T+a2A)
()"

From (6.3), we have

Aty + v Augdt + <I + a2A> " Butg, 00)dt = (I + a2A>_1F(t, ug)dt + (I + a2A>_1G(t, Uuz)dW,
(6.5)

where v, = Uy + a?Aug,.
We deduce that

| A7 (1ot + 0) = ua (1))
t+60
J, (

+

-1

Al <I + a2A> F(7, 1ua (7)) Al (1 + csz) " Buta(1), va(1))

)ar

+ v|ua(T)| +

t+6

A7 (1+22A) G(r, g (1)dW (1)

t

(6.6)

We estimate the first terms of the left-hand side of (6.6) using (2.7) and the Lipschitz condition
on F

‘A‘l (I + a2A>_1B(ua (1), va(T))

< | A7 B(a(7), 0a(7))| < Cluta (@) la (7)1l
(6.7)

‘A‘l (1+ a2A>_1F(T, ux(r)| < | A7 F(r,ua(m)] < €1+ o).
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Collecting these previous inequalities and taking the square in (6.6), we have

2 t+6 2 t+60 2
A g (t+6) - ua(t))i <CO*+(CG (I |ua(T)|dT> +7 <f |u,x(T)|dT>

t t

2

t+6
+C<L |ua<r>|||va<r>||dr> (6.8)

t+6 2

+

Al (1 + a2A> Gl ug (1)) dW (1)
t

For fixed 6, taking the supremun over 0 < 6 yields

sup A7 (uq(t + 0) — uq(t)) ’

0<0<6
t+6 2
< C8% + TC16” sup [ua(7)* + Cy sup |ua(7) <f ||va<r)||dr> (6.9)
7€[0,T] 7€[0,T] t
t+6 1 2
+ sup Al <I+a2A> G(t,uy(7))dW (T)| .
0<0<6|J t

For t, we integrate between 6 and T — 6 and take the expectation. We deduce

T-5 2
Esup |A‘1(u,x(t +0) —uq (1) dt
0<6<6Y 6

< CE + TCEE sup [ua(7)[?
7€[0,T]

5 (6.10)
T-6 t+6

+ C4E sup |ug (7)) <j ||va(T)||dT> dt
6 t

7€[0,T]

2

T-6
+ EI sup dt.

+6 _
f g (1 +a2A> LG, g (1)) dW (1)
6 0<6<6

t
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By Holder’s inequality, we have
T-6 / pt+6 2
E sup fua(r)f <j e ||dT> i
e[0T] 6 t
T-6

< 6°E sup |uq (1) va(T)|*dT
7€[0,T] 6

1/2 T 2
< 6? <E sup |u,x(T)|4> [E <J‘ ”va(T)“sz) ]
7€[0,T] 0

Using the estimates of Lemmas 3.1, 3.2, 3.3, we obtain

7€[0,T] t

where C is a constant independent of a.
Next, using Martingale’s inequality, we have

T-6
E I sup
6 0<6<6

A
< CEJOT <f6 (1 + |ua(5)|2>ds>dt

< Cé.

f e (1+ a2A>_1G(s, 1a(s))dW (s)

t

Al (I + a2A> _1G(s, Uy (5))

Collecting these results, we finally obtain

T-6
E sup |tta(t + 0) = e (1) [ 4t < C8,
0<0<6<1/ 6

where C is a constant independent of a.

Remark 6.2. From Lemma 3.2, we have

E sup |uq(t)[P < C,.
te[0,T]

T-6 / pt+6 2
E sup |1 ()] <f ||Ua(T)||dT> dt < C6?,
5

2
ds> dt

25

(6.11)

(6.12)

(6.13)

(6.14)

(6.15)
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Also from Lemma 3.1, we have
T
Ef luals)|2ds < C, (6.16)
0

where C is constant independent of a.

From the estimate of Lemma 6.1 and Remark 6.2, we derive the following lemma
which will be useful to prove the tightness of .

Lemma 6.3. Let v, and p,, be two sequences of positives real number which tend to 0 as n — oo. The
injection of

T 1/2
D= {q € L*(0,T; H)nL*(0,T; V);supl sup <f lq(t+6) - q(t)|f)(A),dt> < oo}

n Vnig|<u,

Hn
(6.17)
in L2(0,T; H) is compact.
Proof. Its proof is carried out by the methods used in [5, 6, 9]. O
We define
S=C(0,T; R™) x L*(0,T; H) (6.18)
equipped with the Borel o-algebra B(S).
For a € (0,1), let
D:Q—S:wr— (W(w,),ux(w,-)). (6.19)
For each a € (0,1), we introduce a probability measure I'l, on (S, B(S)) by
1, (A) = P(qu(A)), (6.20)

where A € B(S).
In the next proposition, using the preceding lemma, we can prove the tightness of I'l,.
Its proof is carried out by the methods in [26].

Proposition 6.4. The family of probability measures {I1,; a € (0,1)} is tight in S.

6.2. Approximation of the Stochastic 3D Navier-Stokes Equations

In this section, we prove that the weak solutions of the stochastic 3D Navier-Stokes equations
is obtained by a sequence of solutions of the 3D stochastic Leray-a model as & approaches
zero. The result also gives us a new construction of the weak solutions for the 3D stochastic
Navier-Stokes equations.
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6.2.1. Application of Prokhorov’s and Skorokhod’s Results

From the tightness property of {I1,;0 < a < 1} and Prokhorov’s theorem (see [27]), we
have that there exists a subsequence {Il,;} and a measure I1 such that Il,, — II weakly.

By Skorokhod’s theorem (see [28]), there exist a probability space (Q,%,P) and random
variables (Waj,ﬁa,), (W, i) on (Q, F, P) with values in S such that:

the law of <I7\7aj,ﬁuj> is Ty,
the law of <W, ﬁ) is IT, (6.21)
<I7\7,x].,ﬂaj> — <W, ﬁ) inSP-as.

Hence {W,, } is a sequence of a m-dimensional standard Wiener process.
Let

Fi = G{W(s),ﬁ(s) 15 < t}. (6.22)

Arguing as in [5,9], we can prove that W is a m-dimensional ¥, standard Wiener process and
the pair (W,;, ﬁai) satisfies

t t
<v,xj (1), (D> + vfo <U“i (s), A(I)> ds + JOB<uuj (8),0a;(8), CD> ds

(6.23)

t t

<F(s,ﬁuj(s)>,(1)> ds + <f G(s,ﬁa].(s)> AW, (s),(I)>,
0

= (uo + a]Z.AuO,(D> + IO

for all ® € U, where

Ta, (5) = iy (5) + 07 Al (5)- (6.24)

The main result of this section is the following theorem.

Theorem 6.5. Suppose that hypotheses (2.13) hold, and uy € D(A). Then there is a subsequence of
iy, denoted by the same symbol such that as aj — 0, one has

ﬁaj — u strongly in L? <§,§,ﬁ; LZ(O, T; H)>,
fiq, — i weakly in L2 (ﬁ,i,ﬁ; L2(0,T; V)), (6.25)

5(,]. — U strongly in L? (ﬁ,&,ﬁ; L*(0,T; H)),
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where (Q, F, (?t)te[w],ﬁ, W,ﬁ) is a weak solution for the 3D stochastic Navier-Stokes equations
with the initial value u(0) = ug. (See [5] for the definition of weak solution of the 3D stochastic
Navier-Stokes equations).

Proof. From (6.23), it follows that u,, satisfies the estimates

E sup ﬂaj(s)|p <Cy; (6.26)
0<s<T
~ p ~ T-6 2
Esup Ea].(s)| <C,, Esup ﬁaj(t+9)—ﬁaj(t))D dt
0<s<T 0<0<6/ 6 (A)
~/ (T 2
< C§, E< f |z7aj(s)” ds> (6.27)
0
~ B 2 ~ (T 2
<Cp, Esup ([T, (s)” +4vﬂEI va].(s)” ds < Cy,
0<s<T 0

where E denote the mathematical expectation with respect to the probability space (Q, ¥, P).
Thus modulo the extraction of a subsequence denoted again 1, (with the corresponding @y, ),
there exists two stochastic processes #, o such that

iy, — @ in L"(Q,F,P;L=(0,T; H)),
g, — i in L2 (ﬁﬁ, P,L2(0,T; V)>, (6.28)
Toy— 0 in L2 (ﬁﬁ,ﬁ; L2(0,T; V)),

T
Eswpli)f <G,y E[ Jas)lids<c
0

e 6.29
L 2 (6.29)
E sup |t (t + 0) — ()[4 dt < CO.
0<6<6 6
By (6.21), estimate (6.26), and Vitali’s theorem, we have
~ ~ . 12(0F P72 .
g — @ in L (Q Z,P;L%(0,T; H)). (6.30)

Thus modulo the extraction of a new subsequence and almost every (w, t) with respect to the
measure dP ® dt

il — i in H. (6.31)
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Taking into account (6.30) and the Lipschitz condition on F, we have

f;]—"<s, ﬁaj(s)>ds — f;F(s,ﬁ(s))ds in [2 (ﬁﬁ, P;1%(0,T; H)). (6.32)

Arguing as in [5], we can prove that

t —_—
IOG<S, fia, (s)> AW, (s)

(6.33)
— ng(s,ﬁ(s)) dW(s) in L2 <§,§,ﬁ; L*(0, T;D(A)')) weakly star.
We also have
~ (T 2 ~ (T 2
Ef T, () — Tl (t)| dt = aJZ.EJ‘ a]2.|Aﬁa].(t)' dt. (6.34)
0 0
We then deduce that
By — 0 in L2 (ﬁ g, P, 1%0,T; H)>, (6.35)
since by the estimate (6.27), we have
~ (T 2
EI a]2-|A17a]. (t)| dt is bounded uniformly in a;. (6.36)
0

From (6.28) and (6.35), we have ©(t) = ui(t) a.e. in w x [0, T].
We are going to prove that

t

J‘tB<ﬁaj(s),5,xj (s))ds *J B(ii(s),ii(s))ds in L*(Q,F P;1*(0,T;D(A))).  (637)
0 0
Indeed, let @ € U. From (2.5), (2.7), and (2.9), we have

f 0<B<ﬁa]. (s),auj(s)),¢>>D(A), — (B(ii(s), i(s)), D) p(ayds

- f;<B<ﬁaj(s) —§i(s), T, (s)),cp>D(A),ds + I;<B<ﬁ(s),5uj (5) - ii(s)), @) ds

D(A)
(6.38)

t

- f ;<B (e (5) = (), (5)), @) s IO (B(ii(s), ®), B, () - fi(s) ) ds

t
SCI
0

t
5, (9|14 ds + | [fi(s)lja0)
0

o, (5) ~ ii(5)|

Ba, (5) — (s) |ds.
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By Holder’s inequality

E(It (B (5), 5 (), @) = (B(ﬁ(s),ﬁ(s)),(p>D(A),dS>

0 D(A)

t 2 1z !
< C|A(D|<EIO g (s) - ﬁ(s)| d5> <EJO|
+ClAD) <E [ ;nﬁ(s)n%s)m <Ef0

It then follows from (6.30), (6.35), and (6.39) that

1/2
e, (5) ||2ds> (6.39)

) 1/2
By (5) — ﬁ(s)| ds> .

t

t
f B(ﬁai(s),ﬁuj (s))ds *J B(ii(s),fi(s))ds in L2<Q, F,D; L2(0, T;D(A)')). (6.40)
0 0
Collect all the convergence results and pass to the limit in (6.23) to obtain

t t
(u(t), @) + v’[o(ﬁ(S)f AD)ds + f0<3(ﬁ(5),ﬁ(5)),<D>D(A)'ds
(6.41)

t t
(0, ®) + [ (F(s,1(s)), @)ds + [ (Gls, 1), DT 9).
0 0
This completes the proof of Theorem 6.5. O
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