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The study aims to develop a computer-assisted decision support based on cerebrospinal
fluid (CSF) and blood findings to improve their value and ease the diagnostic procedure
of chronic inflammatory diseases (CIDs) of central nervous system (CNS). Data were
collected from patients suffering from multiple sclerosis (MS, n ¼ 73), from another
CID of the CNS (n ¼ 22), or a psychiatric disease (control group, CTRL, n ¼ 12).
Univariate and multivariate analyses were performed using multiple logistic regression
and artificial neural networks. Differentiating between MS and CID, no parameter
could be disclosed that could provide a meaningful decision support. However,
multivariate analysis obtained a statistically significant classification (sensitivity ¼
84.9%, specificity ¼ 54.5%, p , 0.001). On the contrary, multivariate analysis based
on the differentiation between MS vs. CTRL, gave good results (sensitivity ¼ 95.9%,
specificity ¼ 83.3%, p , 0.001). It became evident from standard laboratory findings
that there is a significant potential for computer-aided decision support.

Keywords: multiple sclerosis; chronic inflammatory diseases of CNS; cerebrospinal
fluid; artificial neural network; multiple logistic regression

Introduction

Compared to other neurological diseases, the diagnosis of multiple sclerosis (MS) is very

complex. To cope with this complexity, McDonald et al. in 2001, declared a diagnostic

criteria [23] model that is still valid after some recent revisions by Polman et al. [25].

The McDonald Criteria rely on a contemplation of clinical presentations (progression and

relapses, and objective lesions) and further evidence from several objective findings

(positive cerebrospinal fluid (CSF), positive visual evoked potentials and evident lesions

in magnetic resonance imaging). McDonald Criteria constitute only two laboratory

findings: the existence of oligoclonal IgG bands in CSF and an elevated IgG Index. If either

of these conditions is satisfied, the CSF is rated as positive even though both laboratory

findings are only indicative and are by no means critical. However there are no existing

paraclinical features with sufficient sensitivity or specificity. Each finding given by

McDonald Criteria might also occur in several other inflammatory diseases of the central

nervous system (CNS). In this regard, the German Society for Neurology (DGN) proposed

the likely presentation of vasculitides (an inflammation of blood vessels) with cerebral

manifestation, neuro-sarcoidosis (a disease with small inflammatory nodules in nervous

tissue of unknown aetiology) and borreliosis, also known as lyme disease (a bacterial
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infection with the tick as vector). Furthermore, cerebral human immunodeficiency virus

(HIV) manifestation and neurosyphilis constitute additional options [10,11,27]. In clinical

practice of MS, the broad spectrum of chronic inflammatory diseases (CIDs) of the CNS

leads to several further examinations, which account for additional costs due to the

extended diagnostic procedure.

Consequently, a computer-assisted decision (CAD) support may be desirable that

suffices with only a few findings achieving a high accuracy in the identification of MS

patients. The present study especially focuses on CAD support of standard laboratory

findings, i.e. laboratory blood findings and CSF findings. Findings obtained from MS

patients were compared to the findings from psychiatric patients considered not to have an

organic involvement, as well as to patients suffering from other inflammatory diseases of

the CNS. The study is an attempt to characterize the prevalent profiles of findings in CSF

and blood analyses in each disease and to determine if significant differences could be

detected that may facilitate the diagnostic procedure for MS.

Patients and methods

Data acquisition

Data were collected in a hospital with maximum medical care, a clinic responsible for half

of the population of Schleswig-Holstein (the very northern federal state in Germany).

The results of all CSF punctures conducted during 2001 and 2002 were entered into a

database, amounting to a total of 2879 punctures. Thousand three hundred and ninety-six

of these punctures were applied to in-patients while the remaining were subjected to

external patients of neighbouring clinics or general practitioners who had sent material for

analysis. The majority of these patients suffered from a disease irrelevant to this study; just

95 patients suffered from either MS, or another CID of the CNS and were therefore

relevant for the present study. For further analysis, patient records were obtained for

in-patients and it was verified whether patients had been diagnosed with MS or another

CID of the CNS. As CSF punctures from a healthy control group (CTRL) were not

available, so an alternative control was needed. Therefore, patients with first manifestation

of a psychiatric disease without organic involvement were included as CTRL. All of the

MS patients fulfilled the McDonald Criteria.

Since each puncture was accompanied by blood findings, a total number of 33

parameters was analysed (Table 1). The Methods used in laboratory examinations reflect

established current state-of-art methods, e.g. for the detection of oligclonal bands

isolectric focussing has been carried out [5].

Data analysis

As pre-processing of data, categorical parameters, e.g. the macroscopic aspect before

centrifugation, were re-coded into corresponding dummy variables using the 1-of-C

coding scheme where the number of outputs is the same as the number of classes [4].

Re-coding the 34 parameters led to a total number of 43 variables. Missing data (1.1%)

were replaced by the mode for each variable as recommended by Lee et al. [15]. In contrast

to the method proposed by Lee et al., other modes were then calculated not only for each

variable but also for each class (MS, CID and CTRL).

The data analysis focussed on two two-class classification problems: MS vs. CID and

MS vs. CTRL. For each of the two problems, three kinds of analyses were performed each

with increasing complexity:
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(1) Univariate analysis examining the distinguishing power of each single parameter.

(2) Multiple logistic regression (MLR) investigating two sets of parameters, MLR2

and MLR5. The first set MLR2 comprised of the two parameters: IgG Index and

oligoclonal bands mentioned in the McDonald Criteria. In addition, MLR5

consisted of another three parameters: total CSF protein, typical histological

aspect with pleocytosis (increased number) of lymphocytes and mononuclear cells

and cells per ml in CSF.

(3) Artificial neural network (ANN) analysis performing a feature selection starting

from all 43 parameters available.

Although a three-way classification might seem possible, we considered this to be less

fitting to the concept of our study: the main question was if classification allows

differentiation of MS vs. CID. As this in clinical everyday life constitutes the difficulty,

because of the likewise presentation of the MS and diseases summarized as CID.

The differentiation between MS vs. healthy individuals (CTRL) in this respect seems less

important. Another aspect is that a three-way classification would have brought up the

necessity to include as well these patients who do not yet fulfil McDonald Criteria, a group

of which we recently still lack knowledge.

Table 1. Standard laboratory findings by CSF puncture and the corresponding blood examination.

CSF findings Blood findings
Quotients

(blood and CSF)

Metabolic analyses
CSF glucose Serum glucose
CSF lactate Serum lactate

Protein analyses
Total CSF protein Total serum protein
Total CSF IgA Total serum IgA IgA index
Total CSF IgM Total serum IgM IgM index
Total CSF IgG Total serum IgG IgG index
Total CSF albumin Total serum albumin IgA CSF/serum
Oligoclonal bandsa Oligoclonal bandsa IgG CSF/serum

Albuminb

a-1-Globulinb

a-2-Globulinb

b-Globulinb

g-Globulinb

Cellular analyses
Macroscopic aspect before centrifugation

Lucent, cloudy, sanguineous
Macroscopic aspect after centrifugation

Lucent, cloudy, haemolytic
Erythrocytes
Leukocytes
Prevalence of plasma cells
Lymphomonocytic pleocytosis
Physiological histology:
No pleocytosis, normal cell relation, count
and morphology

a Oligoclonal bands were detected by isoelectric focusing.
b Electrophoretic fraction in serum.
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Univariate analysis

The univariate analysis was restricted to those parameters already known to play a role in

the diagnosis of MS, which included: IgG Index (MS: .0.7), oligoclonal bands (MS:

present), lymphomonocytic pleocytosis (MS: yes), and cells per ml in CSF (MS: in

between 4 and 35). The thresholds applied are widely accepted [1,8,12,14,20,22,24,30].

Multiple logistic regression

MLR models are the classical approach to predict continuous values. MLR was first

described in 1894 by Galton [7], and since then it has become an inherent part of data

analysis in contemporary life sciences. MLR is the method of choice when estimation is

needed of dichotomy dependent variables that are based on multiple independent

variables. In the medical field, this could be the assignment to one of the two diseases

based on patients’ characteristics. MLR is provided by a wide range of statistics software

and can easily be applied by non-experts. Results of a regression formula can easily be

interpreted. The following equation:

y ¼
1

1 þ e2ðb1�x1þb2�x2þ· · ·þbn�xnþoffsetÞ
; ð1Þ

is used to predict the dependent variable y, whereby the regression coefficients (b1–bn)

reflect the influence of the independent variables x1–xn. If y exceeds a pre-defined

threshold, e.g. 0.5, a patient will be assigned to one class or otherwise to the other class. It is

assumed that both the independent variables do not interact with each other and that there

are exclusively linear relationships between the y- and x-variables.

MLR was calculated by the software SPSS V.13 (SPSS Inc., Chicago, USA),

exclusively on default settings.

Artificial neural network

ANN technology is increasingly applied in data classification in the biomedical sciences

[6,21]. The functionality of an ANN is derived from the brain as its biological archetype.

Applying simple mechanisms of the neuronal processing, as far as the brain has been

understood, one can train a network of artificial neurons to precisely classify the dependent

variable [18]. A weight is assigned to each connection between two neurons. Based on

nonlinear mathematical equations, an ANN iteratively establishes relationships between

input and output variables by gradually adapting the weight factors assigned to inter-layer

connections between artificial neurons. The system starts with random weights. Apparently

optimal interconnection weights are iteratively ‘learned’ and stored (‘experience’) [9], and

subsequently, the ANN should be organized to compute data based on fixed weight factors.

Due to the mutual interconnection of its neurons and its sigmoidal activation functions, the

ANN is capable of detecting interdependencies and nonlinearities. The so-called ‘general

function approximation theorem’ suggests that a three-layered ANN with appropriate

weights could approximate any arbitrary nonlinear function [13].

A feature selection was performed by sequential backward feature selection using the

‘neural net clamping technique’ published by Wang et al. [29]. For feature selection and

training, the ANN prototypical software named Approximation and Classification of

Medical Data (ACMD) [19] was applied. ANN and MLR were validated by the ‘leave-

one-out’ method, i.e. training was established by using n 2 1 of all cases and the missing
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case was used for validation. By performing n rounds of allocation, every case is used once

for the purpose of validation.

Results

Most of the 1396 punctures were taken from patients suspicious for suffering from a CID

of the CNS (26%). Viral or bacterial infections of the meninges and the brain (18%) were

also frequent indications, whereas others belonged to more than 30 different indications

with a broad spectrum of neurological diseases. (See Table 2 for the characteristics of the

107 patients included in the present study).

The results of the univariate and multivariate analyses are shown in Table 3 (MS vs.

CID) and Table 4 (MS vs. CTRL). While sensitivity constitutes the percentage of correctly

classified MS patients, specificity is the percentage of correctly classified non MS patients.

Accuracy denotes the percentage of the total amount of correctly classified patients.

Distinguishing MS (n ¼ 73) from CID (n ¼ 22), IgG Index and oligoclonal bands as

definition criteria of McDonald for MS demonstrate a sensitivity of 56.3% (IgG Index) and

Table 3. MS vs. CID of the CNS.

Approach
Number of
parameters

Sensitivity
(%)

Specificity
(%)

Accuracy
(%) x2 ( p)

IgG index 1 56.3 45.5 53.8 0.915
Oligoclonal bands 1 80.8 36.4 70.5 0.174
Lymphomonocytic
pleocytosis

1 46.6 63.6 50.5 0.553

CSF cells per ml 1 52.1 59.1 53.7 0.501
MLR2 2 94.5 22.7 77.9 0.046
MLR5 5 94.5 22.7 77.9 0.046
ANN 10 84.9 54.5 77.9 ,0.001

Sensitivity constitutes the percentage of correctly classified MS patients, specificity is the percentage of correctly
classified CID patients and accuracy denotes the percentage of the total amount of correctly classified patients.
MLR2 and MLR5 depict parameter sets investigated by MLR and ANN refers to the parameters used to train the
ANN. The x2 statistic was applied to a 2 £ 2 contingency table comprising the prediction (MS yes or no) and the
true diagnosis (MS yes or no).

Table 2. Characteristics of patients in the present study.

Group Diagnosis Patients Sex M/F Age (median)

MS (n ¼ 73) Primary progressive 7 5/2 50
Relapsing–remitting (full) 27 6/21 37
Relapsing–remitting (partial) 29 9/20 39
Secondary progressive 10 7/3 50

CID (n ¼ 22) Neuroborreliosis stage III 3 1/2 60
Vasculitides of CNS 9 3/6 47
Neurosyphilis 4 3/1 55
Neurosarcoidosis 2 1/1 52
Cerebral manifestation of HIV 4 1/3 45

CTRL (n ¼ 12) Patients with first manifestation
of psychiatric disease without
organic involvement

12 6/6 38

The groups summarize patients suffering from multiple sclerosis (MS), from another chronic inflammatory
disease of the central nervous system (CID), or a psychiatric disease (CTRL).
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80.8% (oligoclonal bands), while a specificity of 45.5 and 36.4%, respectively, which

accounts for an accuracy of 53.8 and 70.5%. The single parameters, lymphomonocytic

pleocytosis and cells per ml in CSF, show less sensitivity (46.6 and 52.1%) but better

specificity (63.6 and 59.1%). The MLR approaches detect sensitivity very accurately

employing the parameter sets MLR2 and MLR5 with 94.5%; however, they lack

specificity (22.7%). The ANN performs much better compared to all other approaches

including the two parameters of McDonald Criteria, with a sensitivity of 84.9%, a

specificity of 54.5% and an accuracy of 77.9%.

Distinguishing MS (n ¼ 73) from CTRL (n ¼ 12), the accuracy is higher than for MS

vs. CID in all approaches, i.e. the classification of MS vs. CTRL is less complex. Again,

the multivariate approaches MLR2, MLR5 and ANN, obtained a higher accuracy than

each of the single parameters (MLR2 and ANN: 91.8%, MLR5: 94.1%), with the most

accurate single parameter being the oligoclonal bands with 83.5% accuracy.

To give an impression about the saliency of the parameters used in the multivariate

approaches, MLR2, MLR5 and ANN were specified in all patients suffering from MS and

CID. As a result, the regression coefficient for the IgG index was 20.312, the coefficient

for the oligoclonal bands was 1.001, and the offset was 0.752. The regression coefficient

for the IgG Index is negative because the CID patients present higher IgG indexes than MS

patients. The coefficients can be directly processed by Equation (1). If y exceeds 0.5, a

patient will be assigned to MS, otherwise to CID. Specifying an ANN with the same

patients, the feature selection reveals the following nine parameters to be relevant: sex,

CSF glucose, serum lactate, lymphomonocytic pleocytosis, physiological histology

(no pleocytosis, normal cell relation, count and morphology), clear macroscopic aspect

before centrifugation, albumin (electrophoretic fraction in serum and total serum

concentration), and b-Globulin (serum).

Specifying the MLR with all patients suffering from MS and CTRL using the approach

MLR5, the regression coefficients are as follows: x1 ¼ IgG Index, b1 ¼ 70.361, x2 ¼

oligoclonal bands, b2 ¼ 12.923, x3 ¼ total CSF protein, b3 ¼ 0.042, x4 ¼ typical

lymphomonocytic pleocytosis, b4 ¼ 23.308, x5 ¼ total cells per ml in CSF, b5 ¼ 0.617,

and an offset of 239.088. Again, a functional value y greater than 0.5 was assigned to MS.

The regression coefficient of lymphomonocytic pleocytosis is negative because the

majority of the MS patients (39 out of 73) did not show a lymphomonocytic pleocytosis.

The analogue ANN comprised 19 input neurons for the same number of parameters.

Table 4. MS vs. CTRL.

Approach
Number of
parameters

Sensitivity
(%)

Specificity
(%)

Accuracy
(%) x2 ( p)

IgG index 1 56.3 100 62.6 0.001
Oligoclonal bands 1 80.8 100 83.5 ,0.001
Lymphomonocytic
pleocytosis

1 46.6 100 54.1 0.007

CSF cells per ml 1 52.1 100 58.8 0.003
MLR2 2 94.5 75.0 91.8 ,0.001
MLR5 5 95.9 83.3 94.1 ,0.001
ANN 19 95.9 66.7 91.8 ,0.001

Sensitivity constitutes the percentage of correctly classified MS patients, specificity is the percentage of correctly
classified CTRL patients and accuracy denotes the percentage of the total amount of correctly classified patients.
MLR2 and MLR5 depict parameter sets investigated by MLR and ANN refers to the parameters used to train the
ANN. The x2 statistic was applied to a 2 £ 2 contingency table comprising the prediction (MS yes or no) and the
true diagnosis (MS yes or no).
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Discussion

In a northern German hospital providing maximum medical care, we found a group of 73

MS patients in the period from 2001 to 2002. Considering the course of the disease, the

progressive forms (comprising 17 patients) showed predominantly men (12) and a minority

of women (5) (male–female ratio ¼ 2.4:1) with a median age of 50 years. The relapsing

forms presented 56 patients with 41 women and 15 men (male–female ratio ¼ 1:2.7) with

a median age of 38.5 years. The overall male–female ratio was close to 1:2, in line with the

large epidemiological study by Beer and Kesselring including 1016 individuals [3]. Male

domination in progressive courses is not to be found in other studies. Even if this result is

considered with caution due to the small sample size (n ¼ 17), it is in agreement with Beer

and Kesselring who found in their epidemiological study that the progressive forms are less

female dominated (progressive courses: 1:1.3, relapsing courses: 1:1.9).

Contemplating the diagnostic value of the two features IgG Index and oligoclonal CSF

bands given by McDonald Criteria [23], focussing on our given field of CIDs of CNS, we do

notice a lack of discriminatory power. While sensitivity is 56.3% for the IgG Index and

80.8% for oligoclonal bands the specificity is merely 45.5 and 36.4%, respectively. These

results are not in line with the body of literature [5,26,28], which usually refers to a greater

spectrum of neurological diseases and does not (in contrast to the present study) focus on

CIDs of the CNS. For this reason, the diagnostic value of IgG Index and oligoclonal bands

seems to be overestimated. This is even more so, because usually the literature does not

include the high number of patients, who do not fulfil McDonald Criteria for the diagnosis of

MS. A certain number of these patients will develop MS in the future, while others do not.

Therefore, when calculating sensitivity and specificity this group has to be integrated and

highly reduces the diagnostic value of IgG Index and oligoclonal bands. In our clinic this

group was the most numerous of all, with 96 members, compared with 73 individuals

suffering from MS. Because of the still unsolved problem in diagnosis of MS, whether this

group should be considered healthy or not, we did not integrate it in our study. However, for a

realistic estimation of sensitivity and specificity, consideration of these patients should be

obligatory.

Considering IgG Index we found an elevation largely for CID than for MS, e.g.

cerebral manifestation of HIV-virus and neurosyphilis regularly presented perspicuously

elevated IgG indexes higher than 0.7.

The poor distinguishing power of laboratory features forced the authors to improve the

authenticity of these by installing a multivariate analysis in diagnostic procedure of MS.

To our knowledge such an approach was undertaken for the first time.

The present study is a proof-of-principle of whether the diagnostic procedure of MS can

be facilitated by a low cost computer-aided diagnosis based only on a few standard

laboratory parameters. Starting from CSF findings and blood examinations, it could be

demonstrated that MS can be differentiated from other CIDs of CNS in a statistically

significant manner. The same holds for the differential diagnosis of MS vs. CTRL consisting

of patients with first manifestation of psychiatric disease without organic involvement.

Regarding MS vs. CID, the ANN approach was classified as the most accurate with a

sensitivity ¼ 84.9% and a specificity ¼ 54.4%. The advantage of ANNs is that they

reveal nonlinear relationships and have the ability to analyse the interaction between many

variables at different levels. For example, there is evidence that the superiority of ANNs is

influenced by their ability to adjust the importance of certain parameters depending on the

presence or absence of other variables [2]. The grouping of several findings is more

profitable than any univariate analysis.
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Regarding MS vs. CTRL, the highest accuracy was obtained by the MLR approach

using the parameter set MLR5 (sensitivity ¼ 95.9%, specificity ¼ 83.3%). This is

evidently more accurate than results achieved by the use of a single parameter in the

present study. Compared to MLR the ANN approach did slightly worse, which could be

due to a non-optimal feature selection. (For a more general comparison between MLR and

ANN please refer elsewhere) [16,17]. Further aspects not yet considered are data cleaning,

missing data, and the effect of incomplete data on MLR and ANN. Of course there are

other methodical approaches that work out different aspects, such as a classification tree

seeking interaction effects, or support vector machines that provide another way to explore

nonlinearities. However, this study is a proof of principle. Such methods should be varied

in future studies with more data, comparing their profiles of performance.

Due to the relatively small sample size (CID: n ¼ 22; CTRL: n ¼ 12), the results

should be considered with caution. On the contrary, the unexpectedly robust leave-one-

out-validated results are even more very encouraging. In future, further investigations will

be undertaken including a larger sample size, a separate consideration of the very

inhomogeneous group of CIDs of the CNS, and an expansion to further examinations such

as visual evoked potentials or magnetic resonance imaging. Even if the present results

prove to be suitable for routine clinical use, a future CAD support seems feasible.
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[18] R. Linder, E.I. Mohamed, A. De Lorenzo, and S.J. Pöppl, About the capabilities of artificial neural networks

in body-composition research, Acta. Diabetol. 1(40 Suppl) (2003), pp. 9–14.
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