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The dynamic behaviors in a chemostat model with delayed nutrient recycling and periodically
pulsed input are studied. By introducing new analysis technique, the sufficient and necessary
conditions on the permanence and extinction of the microorganisms are obtained. Furthermore,
by using the Liapunov function method, the sufficient condition on the global attractivity of the
model is established. Finally, an example is given to demonstrate the effectiveness of the results in
this paper.

1. Introduction

This paper is mainly concerned with single-species chemostat-type model with nutrient
recycling. Usually, nutrient recycling is regarded as an instantaneous term by neglecting
the time required to regenerate nutrient from dead biomass by bacterial decomposition. The
motivation for such models is given by Beretta et al. in [1], where such systems are used to
model the growth of planktonic communities in lakes, where the plankton feeds on a limiting
nutrient supplied at a constant rate. The basic single-species chemostat model with delayed
nutrient recycling is the following differential equation:

ds !

= - D(SO - s) — mU(S)N +bD, f F(t - 7)N(7)dr,
o (1.1)

6;—]:] = N[-(D + Dy) + myU(S)].
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The chemostat models with nutrient recycling have been extensively investigated by many
researchers. The studied main subjects are the persistence, permanence, and extinction of
microorganisms, global stability and the existence of periodic oscillation of the systems, and
so forth. Many important and interesting results can be found in [1-15] and the references
cited therein. In [4], Freedman and Xu extended the single-species model proposed in [1] to
two-species competition models with instantaneous and delayed nutrient recycling. They
developed persistence and extinction criteria for the competing populations. In [10], by
applying the method of Liapunov functionals they study the global asymptotic stability of
the positive equilibria of the models in [4]. In [12], a chemostat model with distributed time
delays both in material recycling and biotic species growth has been considered.

As it is well known, countless organisms live in seasonally or diurnally forced
environment, in which the populations obtain food, so the effects of this forcing may be quite
profound. Recently many papers studied chemostat model with variations in the supply of
nutrients or the washout. The chemostat models with impulsive input perturbation have been
studied in many articles see [16-22] and the references cited therein, where many important
and interesting results on the persistence, permanence and extinction of microorganisms,
global stability, the existence of periodic oscillation and dynamical complexity of the systems
are discussed. Particular in [21], the following model of the lactic acid fermentation in
membrane bioreactor with impulsive input is discussed:

9 Qg tSx_ (Ko,

dt 61(Ks+S) 01
d Sx o) t#nl,
x K _ [
it ~K.+S <KD+ V)x’ (12)
0
As =25
\4 t=nT, ne N.
Ax =0.

The model has both nutrient recycling and impulsive input substrate. Using Floquet’s theory
of impulsive periodic linear differential equations and small-amplitude perturbation, they
obtain the biomass-free periodic solution is locally stable if some conditions are satisfied,
see [21, Theorems 3.1]. In [18], the following Monod type chemostat model with nutrient
recycling and impulsive input is studied:

ds(t) HmS (£)x(£)
T ——DS(t)—m+bYX(t), t# .
nit,
dx(t)  pmS(t)x(t)
i " K, s Prnx®, (13)
S(t*) =S(t) + DS°,
t=nT, ne N.

x(t7) = x(t),

The sufficient and necessary conditions of the permanence and extinction of the microorgan-
ism species and the sufficient condition of the global asymptotic stability of the model are
established.
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However, we see that few authors consider the chemostat models with delayed
nutrient recycling and periodically pulsed input. Based on the ideas given in [18], we develop
model (1.1) into the following form by introducing impulsive input:

D) _ gy~ ml(x)y + by [° F(s)y (¢ + 5)ds,
ddét) t#nT,
T = yl-d+d)+mU )], (1.4)

x(t7) =x(t) +p,

y(t) =y(b),

t=nT, ne N.

For system (1.4), we will investigate the permanence, extinction and the global attractivity.
We will establish the sufficient and necessary conditions for the permanence, extinction.

The rest of this paper is organized as follows. In the following section we will firstly
introduce the basic assumption for system (1.4). Next, we will give a equivalent form of
system (1.4) by introducing a new variable. Further, we will give several useful lemmas. In
Section 3 we will state and prove a boundedness result for system (1.4). In Section 4 we will
state and prove an extinction result and a permanence result for system (1.4). In Section 5 we
will state and prove a global attractivity result for system (1.4). Finally, in Section 6, we will
discuss an example and give some numerical simulations.

2. Preliminaries

In system (1.4), x is the concentration of a limiting nutrient and y is a measure of the
population of some organism; d > 0 is the input and output flow, and is referred to as the
wash-out rate; m > 0 is the maximum uptake rate of nutrient, m; > 0 is the maximum specific
growth rate of the organism; d; > 0 is the death rate; b € (0,1) is the fraction of nutrient
recycled after death of the species; p > 0 is the amount of the substrate concentration pulsed
each nT, where T > 0 is a constant; N represents the set of all positive integers; U(s) is the
uptake function; Delay-kernel function F(u) is a nonnegative bounded integrable function
defined on R, = [0,0). In this paper, we always assume that d, m, di, m;, b and p are
constants, and F(u) = ae™®, where a > 0 is a constant.

For system (1.4), we always assume that uptake function U (s) satisfies the following
assumption:

(H) U(0) =0, U(s) is continuously differentiable for all s > 0 and dU (s)/dt > 0 for all
s € [0, Mo], where My = p/(1—e™9T).

The initial conditions in system (1.4) are given in the following form:

x(0) =x0 >0,

y(0)=¢(0)>0, 6€R, ¢0)>0, supy(d)<oo, (2.1)
OeR_

where R_ = (oo, 0]. It is easy to prove that solution (x(t), y(t)) of system (1.4) with initial
condition (2.1) is positive, that is, x(t) > 0 and y(f) > 0 in the interval of the existence.
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Now, for system (1.4) we introduce a new variable z(t) as follows:
t
z(t) = f F(t-T7)y(T)dT. (2.2)

Then, system (1.4) is equivalent to the following system:

d;it) = —dx(t) - mU (x(£))y(t) + bdyz(t),
# =y [-(d+d1) +mU(x(t))], t#nT,
20z () + ay(®)
at v 2.3)
x(t7) =x(t) +p,
y(t") =y(), t=nT, neN,

z(t") = z(b),

where variable z(tf) can be interpreted as an intermediate component. Besides, initial
condition (2.1) is changed into the following form

x(0) = x>0, y(0) =yo>0, z(0) = z9 > 0. (2.4)

Therefore, in the rest of this paper we will mainly discuss system (2.3).
Firstly, on the positivity of solutions for system (2.3), we have the following result.

Lemma 2.1. The solution (x(t),y(t),z(t)) of system (2.3) with initial condition (2.4) is positive,
that is, x(t) > 0, y(t) > 0 and z(t) > 0 for any t > 0.

The proof of Lemma 2.1 is simple, we hence omit it here.
We consider the following linear impulsive differential equation:

dw(t)
dt
w(t')=w(t)+p, t=nT, neN,

=—dw(t)-n, t#nT,
(2.5)

(A)(0+) = wo,
where 7 is a constant. Clearly,

w*(t) = -g LX), teT,(n+1)T], neN (2.6)
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is the T-periodic solution of system (2.5), where

pe-d(t=nT)

0=

te (nT,(n+1)T], ne N. (2.7)

We say that w*(t) is globally uniformly attractive, if for any constants M > 0 and ¢ > 0 there
is a constant T (M, €) > 0 such that for any initial time t, > 0 and any solution w(t) of system
(2.5) with |w(ty)| < M, one has

[w(t) —w*(t)|<e Vi>tg+T(M,e). (2.8)

We have the following result.
Lemma 2.2. T-periodic solution w*(t) of system (2.5) is globally uniformly attractive.

Proof. Let w(t) be any solution of system (2.5) with initial value w(ty). Define u(t) = w(t) —
w*(t), then we have

du(t)
At - du(t)l t # nT/
u(t*)y =u(t), t=nT, neN, (2.9)

u(to) = w(to) — w*(to).

The solution of system (2.9) is u(t) = u(ty)e @), t > t,. For any constant M > 0 and ¢ > 0,
when |w(ty)| < M, we have

u(t)] = |u(to)|e ¢
(2.10)
< (M + M*edtt) >,

where M* = 11/d+p/(1-e~T). Choose T(M, ¢) = —(1/d) In(¢/ (M + M*)); then for any t; > 0
we can obtain

lu(t)| < (M + M*)e™4t) < 0 (2.11)

forall t > ty + T(M, ¢). This shows that solution w*(t) is globally uniformly attractive. This
completes the proof. O

In system (2.5), when 77 = 0, then we obtain the subsystem of system (2.3) with y(t) =0
and z(t) = 0 as follows:

dx(t)
= —dx(t), t#nT, (2.12)

x(t)y=x({t)+p, t=nT, neN.
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Clearly, x*(t) is the positive T-periodic solution of system (2.12). Therefore, system (2.3)

has the semitrivial T-periodic solution (x*(t),0,0). The solution of system (2.12) with initial
condition x(0*) = xq is

x(t) = <x0 - ﬁ)e‘dt +x*(t), tenT,(n+1)T], n€ N. (2.13)

From Lemma 2.2, we obtain that for any solution x(t) of system (2.12), one has

|x(t) —x*(t)] — 0 ast— oo. (2.14)

3. Boundedness

On the ultimate boundedness of all positive solutions of system (2.3) we have the following
result.

Theorem 3.1. Let (x(t), y(t), z(t)) be any positive solution of system (2.3) if

0< b < —m , (3.1)
a-d am
then
lim sup x(t) < My, limsup y(t) < ﬂMo, limsup z(t) < (a_ﬂ, (3.2)
t— oo t— oo m t— o0 bdl
where My = p/(1—-e4T).
Proof. From condition (3.1), there is a constant ¢ > 0 such that
md1
bdy +cd—-ac<0, ac-——<0. (3.3)

ny

Let (x(t), y(t), z(t)) be any solution of system (2.3) define Liapunov function V(¢) as follows:
m

V(t) = x(t) + Wy(t) +cz(t). (3.4)
1

Calculating the derivative of V (t) along solution (x(t), y(t), z(t)) of system (2.3), we have

dv(t) dx(t) Lm dy(t) . dz(t)

dat dt my dt S at

:—dVG)+<ac—%%é>y+(hh+cd—adz (35)
1

<-dv(t)
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forall t > 0and t#nT, and
V(ity=V({t)+p, t=nT, neN. (3.6)
From the comparison theorem of impulse differential equations, we have
V() <u(t), Vt>0, (3.7)

where u(t) is the solution of system (2.12) with initial value u(0*) = V(0*). From Lemma 2.2,
we have u(t) — x*(t) ast — oo. Hence, we further obtain

p

lirtrlsoljp Vi(t) < o = M. (3.8)

From this, we finally obtain
lirtrls:jp x(t) < My, liItrLsoljp y(t) < %Mo, lirtrls:jp z(t) < %. (3.9)
This completes the proof of Theorem 3.1. O

Return to the original system (1.4), we have the following corollary as a consequence
of Theorem 3.1.

Corollary 3.2. Let (x(t),y(t)) be any positive solution of system (1.4) if inequality (3.1) holds, then

m

lim sup x(t) < My, limsup y(t) < ml M, (3.10)

t— o t— oo

where My = p/(1-e™7).
Remark 3.3. Compare Theorem 3.1 with Lemma 2.3 given in [18] that we can see the ultimate

boundedness is quite different between model with delayed nutrient recycling and the model
with instantaneous nutrient recycling.

4. Extinction and Permanence
On the extinction of the microorganism species of system (2.3), we have the following result.

Theorem 4.1. Suppose that inequality (3.1) holds and
T
j [-(d +d1) + mU(x*(t))]dt < 0. (4.1)
0

Then periodic solution (x*(t),0,0) of system (2.3) is globally attractive.
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Proof. From condition (3.1), there is a constant ¢ > 0 such that

bdi +cd—-ac<0, ac—m—dl<0.
mq

(4.2)

Let (x(t), y(t), z(t)) be any solution of system (2.3), define Liapunov function V (t) as follows

V() = x(b) + mﬂly(t) +ez(b).

(4.3)

Then similar to the proof of Theorem 3.1. We obtain V (t) < u(t) for all t > 0, where u(t) is the
solution of system (2.12) with initial value #(0*) = V(0*) and u(t) — x*(t) ast — oo. Hence,

there exists a function a(t) : R, — R satisfying a(t) — 0ast — oo such that
V() <u(t) = x*(t) + a(t)
for all £ > 0. From the definition of V (t), we further have

x(t) < x* () + a(t) - mﬂly(t) —cz(h).

From the second equation of system (2.3), we obtain

dy(t)
dt

From condition (4.1), we obtain for any gy > 0

T m
J‘ [—(d + dl) + mﬂl(x*(t) - —80) dt <0.
0 m
Since lim; _, () = 0, we can obtain
t+T m
lim sup [—(d +dq) + mlll(x*(t) +a(t) - e cz(t)>] dt
t— o0 t 1

t+T m
< lim [—(d +d1) + m1U<x*(t) +a(t) - —50)] dt
t—oo Jy mq

= JZ [—(d +d1) + mp(s*(t) - %eo) dt < 0.

S <yt [—(d v dy)+ m1u<x*(t) +a(t) - mﬂly(t) - cz(t)>] .

(4.4)

(4.5)

(4.6)

(4.7)

(4.8)
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Hence, there exist constants # > 0 and Ty > 0 such that when t > T,

J<t+T [_(d +di) +mp (s*(t) +a(t) - mﬁlso - cz(t))] <. (4.9)

t

and |a(t)] < 1.
If y(t) > g for all t > Ty, then from (4.6) we obtain

WD <y [ an s mtn (v 0+ al) - Za-cx9)|. (410)

For any t > Ty, we choose an integer p > O such thatt € (To +pT, To + (p +1)T]; then integrating
(4.10) from Ty to ¢t, from (4.9), we can obtain

t
y(t) < y(To) exp{f [—(d +dp) + mlLI(x*(t) +a(t) - mﬂlso - cz(t))] dt}

To

t
< y(Ty) exp(-np) exp{f [—(d +dp) + m1LI<x*(t) +a(t) - mﬁleo - cz(t)>] dt}

To +pT

< y(To) exp(-np) exp( [LI <M0 +1- mﬂle()) —(d+ dl)] T>,
4.11)

where constant M) is given in Theorem 3.1. Since p — oo ast — oo, from (4.11), we obtain
y(t) — Oast — oo which leads to a contradiction. Hence, there is a t* > Ty such that
y(t*) < &p.

Now, we claim that there exists a constant M; > 1 such that y(t) < egM; for all t > t*.
In fact, if there exists a t; > t* such that y(t;) > €9 M1, then there exists a t, € (t,t;) such that
y(t2) = goand y(t) > go for t € (f5,t1). Choose an integer p > 0 such that t; € [t + pT, t, + (p +
1)T). Since for any t € (t2, t1)

d];it) <y(t) [—(d +dh) + m1U<X*(t) +a(t) - mﬁl“fo - CZ(t))] ’ (4.12)

integrating this inequality from t; to t;, from (4.9) we can obtain

ty
y(t) <y(t) exp{f [—(d +di) + mﬂl(x*(t) +a(t) - mﬂlso - cz(t))] dt}

t

< y(t2) exp(-1p) eXp{ r [—(d +dh) + m1u<x*(t) +a(t) - mﬂl“)] dt} (4.13)

tz+pT
).

< soexp<[ll<Mo +1- mﬂs()) —(d+dy)
1
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Obviously, choose constant
M, = exp< [u <M0 +1- mﬂeo) —(d+ dl)] T); (4.14)
1

then from (4.13) we obtain a contradiction. Hence, we have y(t) < epM; for all t > t*. Since ¢
is arbitrary, we finally have lim; _, .y (t) = 0. Obviously, we can obtain from the third equation
of system (2.3) lim;_,,z(f) = 0 and further from the first equation of system (2.3) we can
obtain easily that lim;_, o (x(f) — x*(¢)) = 0. This completes the proof of Theorem 4.1. O

On the permanence of the nutrient and the microorganism for system (2.3), we have
the following result.

Theorem 4.2. Suppose that inequality (3.1) holds and
T
[ 1@ o)+ mttee e > o (@.15)
0

where x*(t) is the unique positive T-periodic solution of system (2.12). Then system (2.3) is
permanent.

Proof. Let (x(t),y(t),z(t)) be any solution of system (2.3) with initial value (2.4). Since
inequality (3.1) holds, from Theorem 3.1, for any ¢ > 0 there is a T; > 0 such that

x()<Mo+e, y(b)< %(M0 te), VE>Th. (4.16)

From assumption (H) and the theorem of mean value, for all t > 0, there exists a ¢(¢) € (0, x(t))
such that U (x(t)) = (AU (¢(t))/ds)x(t). Since dU (s)/ds is continuous for s > 0, there exists a
constant M7 > 0 such that

U(x(t)) _ dU(g(t))
ORI <M, Vt>0. (4.17)

From the first equation of system (2.3), we obtain

dx(t)
dt

> —dx(t) - mU (x(t))y (t)

> —dx(t) — my(My + 5)%“&

> —(d + my (Mo + €) M) x(t)

(4.18)
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forallt > Ty and t#nT, and x(t*) = x(t) + p, t = nT, n € N. Using the comparison theorem of
impulsive differential equation, we obtain x(t) > v(t) for all t > T, where v(t) is the solution
of the following impulsive equation:

WO _ (s m (Mo + ) Mi)o(t), t£nT,
0 (4.19)

v(t")=v(t)+p, t=nT, neN,

with initial condition v(T}) = x(T;"). Further from Lemma 2.2, we have
lim (v(t) - 27(t)) =0, (4.20)

where v*(t) is the unique T-periodic solution of (4.19) and

_ pexp{—(d+m (Mo +e)M)(t - nT)}

V) = T P =@+ m (Mo + &) MI)T] (4.21)
forall t € (nT,(n+1)T] and n € N. Therefore, we further obtain
. . pexp(=(d +mi (Mo + &) M1)T)
> > ) :
lim infx() 2 lim info(t) 2 7— exp(—(d + m1 (Mo + €) M1)T) (4.22)

This shows that x(t) in system (2.3) is permanent.

Next, we prove that there exists a constant m, > 0 such that liminf,_, ,y(t) > m;, for
any solution (x(t), y(t), z(t)) of system (2.3) with initial value (2.4). From assumption (H),
we can choose a constant £y such that dU(s)/ds > 0 for all s € [0, My + &]. According to
(4.6), we can choose positive constants ¢, €1 and &;, and ¢ < €y, such that

mU (M + €)
1

Jj [—(d +dp) + mlLI(x*(t) S 52)] dt > e. (4.23)

We first prove that there is a constant 77 > 0 and 77 < &; such that

limsupy(t) > 7 (4.24)

t— oo

for any solution (x(t), y(t), z(t)) of system (2.3) with initial value (2.4).

In fact, if (4.24) is not true, then there is a solution (x(t), y(t), z(t)) of system (2.3) such
that limsup,_, y(t) < e1. Hence, there is a Ty > 0 such that y(t) < &1, for all t > Ty. Further,
from Theorem 3.1, there exists a constant Ty > T, such that for all t > T

x(t) <Mo+e,  y(t) < %(M0 +é). (4.25)
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From the first equation of system (2.3), we have
dx(t
’;( ) > _dx(t) - mUx(®)y (1
> —dx(t) —egmU (Mo +¢), t>Ty, t#nT, (4.26)

x(t*)=x(t)+p, t=nT, neN.

From the comparison theorem of impulse differential equations and Lemma 2.2, for above
& >0, thereisan; € N and n;T > T; such that

mU (M + €)
d

x(t) 2 - e1+x*(t) — & (4.27)

for all t > n;T. Then from the second equation of system (2.3), we have that

A0 [—(d v+ mlu(x*u) S, Ez)] (4.28)

for all t > n;T. Integrating (4.29) from n;T to t > n;T, we obtain

dy(t) > y(mT)exp [ (d+dp)+ m1U<X*(t) - d

Msl — 62>] dt
d Tl1T

(4.29)

Obviously, from (4.23) and (4.29), we obtain y(f) — oo as t — oo, which leads to a
contradiction. Therefore, (4.24) is true.

Now, we prove y(t) in system (2.3) is permanent Assume that it is not true, then there
exists a sequence of initial values {gi} = {(x0 ,yéb,zék))} which satisfies initial condition

(2.4) such that for solution (x(t, ¢x), y(t, ¢x), z(t, pi)), of system (2.3),

hm mfy(t ¥k) < — k2' Vk=1,2,.... (4.30)

From (4.24) and (4.30) we obtain that there exist two time sequences {s(qk)} and {t;k)} such
that foreach k=1,2,...,

0<s <t <6l <l <o sl <t <)
(4.31)
s(k) — 00 t(k) — 00 asg—
q g q o,
(k) 1 (k) 1
y<t /‘P ) kz/ y(sq /(P > - El (432)

L <y(tn) < E vie (s07,6). (4.33)
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From Theorem 3.1, there is a T®®) > T, such that

y(t i) < %(Mo +e), x(t,px) <Mo+e Vi T®., (4.34)

Further, from (4.31) for every k there is an integer K®) > 0 such that s\ > T® forall g > K®.

Hence, for any t € [s,;k), t;k)] and g > K% we have

dy(t,
% = y(t i) [(d + i) + mU (x (8, 9))] (4.35)

> —yy(t k),

where y = d+d; +miU (M +¢). Therefore for any g > K®andk=1,2,..., integrating (4.35)
on [s;k), t;k)], we obtain from (4.32)

e =y( )
>y (s, x) exp |- (1 - 7)) (4:36)
= g exp [_Y <t,(1k) - s,(ik)>].
Consequently,
KO — 519 > # Vg>K®, k=12,.... (4.37)

Since for any integer k, g > K®, t € [sf,k), t,gk)] and g > K® we have

dx(t, i) ~

o = —ax(tgr) —my(t U (st px)) + bz (t, gx)
4.38
> ~dx(tg) - my (6 p)U (x(t, 1) (439
> —dx(t, i) — meil (M + ).
By the comparison theorem it follows that x(f, ¢x) > X(t), forall t € [sgk), t,(ik)], where x(t) is
the solution of the following system with initial condition }(s;k)) = x(squ), PK):

A0 _ ot - meI(My +¢), t#nT,
= (4.39)

wlt")y=wlt)+p, t=nT, n€N.
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By Lemma 2.2, system (4.39) has a unique positive T-periodic solution

mU(My +¢)

3 1, (4.40)

w*(t) = x*(t) -

and w*(t) is globally uniformly attractive. Hence, for above ¢;, there is a constant T* > 0, and
T* is independent of any n and g > K, such that

~ mU (M +¢)

F e1—& V> s;k) + T (4.41)

x(t) = x*(t)

Choose an integer N > 0, such that when k > Ny and g > K (k) we have t,(ik) - s,(ik) >T*+T.
Hence, for any g > K® k> Npandte [t;k) -T, tf,k)], we have

WD) _ 1, 0) [ ) + UL (0]

(4.42)
U(My +
> y(t,p0) [+ dy +mur (3 - PEER D ).
Integrating (4.42) from tf,k) -Tto t,(,k), by (4.33) we obtain
m_ (o
= v (i o)
(k) W . p(Mo +¢)
> y(tq -T, (pk> exp “ [—(d +dp) + mp(x (t) - Tsl - 32>]dt
tg" T (4.43)
> % exp(e2)
Ui
> w2

which is contradictory. This contradiction shows that there exists a constant 71, > 0 such that

li¥n infy(t) >mo (4.44)

for any positive solution (x(t),y(t), z(t)) of system (2.3). Choose €3 > 0 such that m, — €3 > 0,
then there exists a T3 > 0 such that y(t) > m, — &3 for all t > T3. From the third equation of
system (2.3), we have

z(t) > —az(t) + (my —e3), Vt>Ts. (4.45)
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By the comparison theorem it follows that z(t) > z(t), for all t > T3, where z(t) is the solution
of the following system with initial condition z(T3) = z(T3) > 0:

u(t) = —au(t) + (my — €3). (4.46)
By simple calculation we have
£3

Z(t) > "”T_ Vt > Ts. (4.47)

Hence, we further obtain

lim inf z(t) > ? (4.48)
Let
m = min{ 1P_e;(f}§z_(? d++n1:fi\]/\f/(;0++£()€§\]/\f/11§7)") , My, mZ; £ }; (4.49)
then we have
lim infx(t) 2 m, lim infy(t) >m, lim infz(t) > m. (4.50)
This completes the proof of Theorem 4.2. O

Returning to the original system (1.4), as a consequence of Theorems 4.1 and 4.2 we
have the following corollary.

Corollary 4.3. Suppose that inequality (3.1) holds. Then,

(a) solution (x*(t),0) of system (1.4) is globally attractive if and only if

T
f [—(d + dy) + myU (x* ()] dt < 0; (4.51)
0

(b) system (1.4) is permanent if and only if

T
J [=(d + di) + myU(s* (£))]dt > 0. (4.52)
0

Remark 4.4. From [18, Theorem 3.2], we find that the results on permanence is similar
between model with delayed nutrient recycling and the model with instantaneous nutrient
recycling.
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Remark 4.5. According to Corollary 4.3, the sufficient and necessary conditions on the
permanence and extinction of the microorganisms are obtained for a chemostat models
with delayed nutrient recycling and periodically pulsed input. Obviously, it is an very good
extension of the corresponding results given in [18].

5. Global Attractivity

Now, we discuss the global attractivity of all positive solutions of system (2.3), we have the
following result.

Theorem 5.1. Suppose that inequalities (3.1) and (4.15) hold. If

ady - pd <0, (5.1)

where a = supge(ga, ) U'(0) and p = infoconm,)U'(0), then for any two positive solutions
(1 (5, v (8), z1(8)) and (xa(t), y2(8), z2(1)) of system (2.3),

tllnolo(xl(t) -x2(t)) =0, tli_{lglo (1 (t) —2()) =0,
(5.2)
tlir&(zl(t) - 2z(t)) = 0.

Proof. From inequality (3.1) and (5.1), there exist two constants ¢ > 0 and ¢; > 0 such that

d
bdy +cd —ac <0, ac—E <0,
mq
p (5.3)
d-cma>0, cmp- ma > 0.
mq
Further, we can choose a constant ¢y > 0 such that
m-— & md,
d—-cmag, >0, cimpPe, — — ) >0, (5.4)
C1 mq

where a,, = supeeIO,MWO]U’(G) and S, = infoeqo,my+e U’ (6).
Let

V() = x(t) + ——y(t) +cz(t), (5.5)
mq
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then system (2.3) is equivalent to the following system:

d\;:t) =-dV(t) + <ac - mm—cil>y(t) + (bdy + dc — ac)z(t),

t#nT,
d
% = y(t) [—(d +dy) + mﬂl(V(t) - mﬂly(t) - cz(t))],
dz(tt) = ay(t) - az(t), (5.6)

Y =V ,
V) () +p t=nT, ne N.
y(") =y,

z(t") =z(t),

Let (x1(t), y1(t), z1(t)) and (x2(t), y2(t), z2(t)) be any two positive solutions of system (2.3);
from Theorems 3.1 and 4.1 we have

m < li{n inf x;(t) < limsup x;(t) < M,

t— oo
< lim infy;(t) < li (1) < v,
M= MR Ryt S W sup yilt) = 2 o (5.7)

< lim inf z;(t) < limsup z;(t) < (a—d)My
- t— oo bd,

t— o0

fori=1,2. Hence, there exists a T > 0 such that
m— gy < x;i(t) < Mo + &,

mq
m—eo <yi(t) < EMO + €0, (5.8)

a-d)M
m—¢gp < zi(t) < %+50

for all t > T. From above inequalities and the theorem of mean value, we can obtain

|y1(t) = y2(t)| > (m - €0) | Inya (t) — Inya ()|,

U ) - Ua) = LD (1) - o),

(5.9)

for all t > T, where ¢(t) is situated between x; (t) and x; ().
Let

Vi(t) = xi() + —yi(t) +czi(t), i=1,2, (5.10)
mi
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then (Vi(t), yi(t), zi(t)) is the solution of system (5.6). Define the Liapunov function as follows:
W (t) = |Vi(t) = Va(t)| + c1|Inyi (t) — Inya (8) | + clza (t) — z2(F)]. (5.11)

Calculating the derivative of W(t), from (5.9) we have

AW (t)
dt

=sign(Vi(t) - Va(t))
md1
x [—d(Vl(t) -Vao(t) + <ac — —> (y1(t) = y2(t)) + (bdy + dc — ac)(z1(t) — z2(t))
mq
+ cymy sign(ya (t) — ya(t))
X [U(Vl(t) - mﬂlyl(t) - czl(t)> - U(Vz(t) - mﬂlyz(t) - czz(t)>]
+sign(z1(t) — za(t)) [ac(y1 (t) — y2(t)) — ac(z1(t) - za(t))]
< —d|Vi(t) - Va(t)| + (% - aC> |y1(t) = y2 (1) |
+ (ac —bdy — dc)|z1(t) — za(t)]

+ cymy sign(ya (t) — ya(t)) %
3 [(vl(w Ve 0) ~ 2 (15 - ya(0) ~ 219 - 22(0)

+ac|yi(t) — y2 (1) | — aclzi () — za ()]
< —(d - cymag,)|Vi(t) = Va(t)]

m — &

d
- _c <c1mﬁgo - mm—11>cl|lny1(t) —Iny,(t)]

1

bd
- <d — oy, + 71>C|Zl(t) - zp(t)]

< —pW(t),
(5.12)

where

p= min{d —cymiay,, mc_ £0 <clmﬂgo - m—dl) } (5.13)
1

n
From (5.4), we obtain p > 0. On the other hand, we directly obtain

W) =W(), Vt=nT, neN. (5.14)
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Hence, for any t > T we have
W (t) < W(T) exp(—pt). (5.15)
Consequently, lim;_, . W (t) = 0. From this, we finally obtain

lim (ur () = x2(5) =0, lim (y1(H) - y2(8)) =0,

(5.16)
tlim (z1(t) — zo(t)) = 0.
This completes the proof of Theorem 5.1. O

As a direct consequence of Theorem 5.1, we have the following corollary on global
attractivity of all positive solutions for the original system (1.4).

Corollary 5.2. Suppose that all the conditions of Theorem 5.1 hold. Then for any two positive
solutions (x1(t), y1(t)) and (x2(t), y2(t)) of system (1.4),

Him (i () = x2()) =0, lim (y1(t) - y2(8)) = 0. (5.17)

6. Numerical Examples

In this section, we will give an example to demonstrate the effectiveness of our main results.
Consider system (1.4) with the following parameters:

x exp(-0.2x)

U(x) =12 F(t)=2¢e%, d=05 d =02,

05+x 7 (6.1)
m=09, m=08 b=04, p=05 T=1 a=2.

By calculating, we obtain

Il[—(d +dq) + mU(x*(t))]dt =0.1351 > 0,
0 (6.2)

. 0.5670.5(#71)
X () = =

ady - Bd = 2.4947 > 0.

te(n,n+1], ne€ N,

Therefore, inequalities (4.15) hold, but (5.1) does not hold. From Theorem 4.1, we obtain that
system (1.4) is permanent. But, from the numerical simulation (see Figures 1 and 2) we see
that there exists a unique positive T-periodic solution (x*(t), y*(t)) of system (1.4) such that
any solution (x(t), y(t)) of system (1.4) with initial value (xo, ¢(0)) tends to (x*(t), y*(t)) as
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x(t)

N W & U1 & NN o \©

TRRARRL L

Figure 1: Time series of x(t).

y(t)

t

Figure 2: Time series of y/(t).

t — oo. Therefore, we can guess that if only inequality (4.15) holds then system (1.4) has a
unique positive T-periodic solution which is globally attractive.

Open Problem. From the above numerical simulation, it prompts us to be able to put forward
the following important and interesting open problem, that is, when inequality (3.1) holds
then system (1.4) is also globally attractive as long as it is permanent.
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