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The new explicit linear three-order four-step methods with longest interval of absolute stability are
proposed. Some numerical experiments are made for comparing different kinds of linear multistep
methods. It is shown that the stability intervals of proposed methods can be longer than that of
known explicit linear multistep methods.

1. Introduction

For the initial value problem of the ordinary differential equation (ODE)

y' () =f(Ly®), (1.1)

where f : [ty tena] X R — R™ and y(to) = yo with yp € R™, there are a lot of numerical
methods to be proposed for the numerical integration. Among them, linear multistep
methods (LMMs) are a class of the most prominent and most widely used methods, see [1, 2]
and the references therein.

Adams methods are among the oldest of LMMs, dating back to the nineteenth century.
Nevertheless, they continue to play a key role in efficient modern algorithms. The first to use
such a method was Adams in solving a problem of Bashforth in connection with capillary
action, see [3]. In contrast to one-step methods, where the numerical solution is obtained
solely from the differential equation and the initial value v, a linear multistep (k-step)
method requires (k) starting values yo, y1, . .., yx-1 and a multistep (k-step) formula to obtain
an approximation to the exact solution, see [4].

So far as we know, explicit linear multistep methods (ELMMs) have some advantages
such as simple calculation formulae, and small error constants. However, due to the famous
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Dahlquist barrier in [5], an explicit linear multistep method cannot be A-stable. Therefore,
we try to find the new explicit linear multistep methods with the longest interval of
stability region in this paper. And some numerical experiments are given to compare
the proposed methods with existing methods such as Adams-Bashforth method, Adams-
Moulton methods, and BDF methods. Practical calculations have shown that these proposed
methods are adaptive.

2. Linear Multistep Methods

Applying the linear multistep (k-step) methods to the initial value problem (1.1), we obtain
the recurrence relation

k k
Zajyrﬁj = hZﬂjfrH—j/ (21)
j=0 j=0

where y,, denotes an approximation to the solution y(t,), fuij = f(tnsj, Ynsj), turj = tn + jh

forj =0,1,...,k, the constant steplength h > 0, and k starting conditions yo, y1, ..., yk-1 are

required. Here, a; and B; (j = 0,1,..., k) are constants subject to the condition ay = 1, |ao| +

|Bol #0. If By = 0, then the corresponding methods (2.1) are explicit, and implicit otherwise.
Then, we define the first and second generating polynomials by

k k
p@) =Yg,  oQ) =D B¢, (2.2)
j=0

j=0

where § € Cis a dummy variable.
Consider the scalar test equation

y'(t) = y(t), (2.3)
where A € C and :\ < 0. Its characteristic polynomial can be written as

(&) = p@) ~ho (@), (24)

where h = \h.
Here, we quote some important definitions (see Sections 3.2, 3.8, and 6.3 in the
reference [2]).

Definition 2.1. The set

Q= {ﬁ € C | all roots of H(g; E) =0 have modulus less than 1} (2.5)

is called the region of absolute stability of the linear multistep method. The corresponding
numerical method is said to be absolutely stable.
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Definition 2.2. The intersection of © with the real axis in the complex h-plane is called the
interval of absolute stability.

Definition 2.3. The multistep method is said to be A-stable if Q > C~, where C™ := {z € C |
Rz < 0}.

Definition 2.4. The linear multistep methods (2.1) are said to be of order pif Cy = C; = --- =
Cp =0and Cp,1 #0, where

k k
Co=Dai=p(1), Ci=>(jaj-pj)=p'(1)-0(1),
~ 2.
I ] (2.6)

k 1
Cy= Z[ jla J‘“ﬁ;]/ q=2,3,.
P q! (g-1)!

3. Boundary Locus Technique

Since an explicit linear multistep method cannot be A-stable, we focus our attention on its
absolute stability. The most convenient method for finding regions of absolute stability is the
boundary locus technique (BLT).

Let the contour dQ in the complex h-plane be defined by the requirement that for all
h € 8Q, one of the roots of I1(¢; h) has modulus 1, that is, is of the form ¢ = exp(i0). Thus, we
have I'l(exp(if); h) = p(exp(iB)) — ho(exp(iB)) = 0.

This identity is readily solved for h, and we introduce the root locus curve

p(exp(if))

h:0 — h(0) = o (exp(i0))’

(3.1)

which maps [0, 2] onto I', where I := {h € C | there exsist ¢, |¢| = 1,T1(; h) = 0}. If this map
is one to one, then I' is a Jordan curve, which can constitute the boundary of €, see [6].

Theorem 3.1. If 6(~1) #0, then two intersected points of curve T with the real axis in complex h-
plane are hy = 0, hy = p(=1)/0(-1). Furthermore, if the real interval

(239

does not intersect with the curve I and there exists €9 € A such that all roots of I1(¢; €9) = 0 have
modulus less than 1 in complex h-plane, then A is just the interval of absolute stability of linear
multistep methods.

Proof. This proof is referred to [7]. O

Although this criterion is not easy to prove, we always use condition (3.2) to estimate
the maximal length of stability interval for certain linear multistep method.
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Fortunately, the true stability interval is just the same as that estimated by (3.2) for
most cases. Therefore, the longest interval of absolute stability can be evaluated by condition
(3.2) for given stepnumber, order and other conditions.

For example, consider the two-order explicit linear two-step methods, whose first and
second generating polynomials can be written as

2 1
p@)=>ad,  o@)=>p. (3.3)
=0 j=0

Without loss of generality, we assume that -1 < ap < 1.

Corollary 3.2. The estimated interval of absolute stability of two-order explicit linear two-step
methods (3.3) is A = (=1 — ag,0), where =1 < ay < 1.

Corollary 3.3. The maximal length of stability interval of two-order explicit linear two-step methods
(3.3) can not exceed 2.

Corollary 3.4. Let Ag,, s or Ay, s be the estimated interval of absolute stability of p-order explicit or
implicit linear s-step methods. Then

(I) AE;3/3 = (6(“0 + dz)/(do —an + 10),0), where -1 < ap<1l,ap+ap, <0 and ag—ar <2;
(IN) Arzp = (—6(ag +1)/(1 - ap),0), where -1 < ag < 1;

(I) Aras = (=3(ap + az)/ (1 + ap),0), where =1 < ap <1, ap + a, < 0and ap — ap < 2.

In fact, we can also study the interval of absolute stability of linear multistep methods
from definition directly.
For example, consider the two-order explicit linear two-step methods

Yni2 = aYni1 — (L —a)yn = g [(4 —a)fn - afn]/ (3.4)

where 0 < a < 2.
Applying to the test equation (2.3), we have the stability polynomial

[(5h) = 8 - g~ (1-0) - 3 [(4- 0§ - . 65)

Define ¢ = exp(if), then the roots of above characteristic polynomial can be written as
h = Rh+iJh, where Rh = (2a/D(6)) (4 cos 6 —cos 20 —3), Th = (2/D(0))[2(a* -3 +4) sin O —
asin20] and D(0) = (4 - a)” + a?® - 2a(4 - a) cos 0.

Let Jh = 0, we have sinf(a? - 3a + 4 — acos0) = 0. It is easy to see that sinf = 0.
Otherwise, |cos 0| = |(a® — 3a +4)/a| > 1 for 0 < a < 2, which makes a contradiction. Thus,
0 = 0 or . In particular, Rh = —a for 0 = .

Therefore, the interval of absolute stability of methods (3.4) is (-«,0), where 0 < a < 2.
It means that the maximal length of stability interval can not exceed 2, which is in agreement
with Corollary 3.3.
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4. LMMs with Longest Stability Interval

In this section, we mainly consider the three-order explicit linear four-step methods with the
first and second generating polynomials

P =E-DE-a)E-b)E~c), (@) =Pps&+ P& + Pré + o, (4.1)

where a,b,c are real numbers or one is a real number and the other two are a pair of
conjugated complex numbers. For simplicity, we define m = a+b+cand [ = ab+bc + ac. Due
to (2.6), we have

Bs = 11—2(—5111 —1—-5abc +23) - po,

1
Br = ﬁ(—8m + 81+ 16abc — 16) + 3p,, (42)

1
P = 7 (m +51 - 23abe + 5) - 3y,

then the above three-order four-step methods can be written as

Ynea — (M + D) Ypiz + (M + Dypao — (I + abe) Y1 + abeyy, = h(Bs fuiz + Pofuiz + Pifrir + Pofn),
(43)

where the additional starting values y1, y», and y3 should be calculated to an accuracy at least
as high as the local accuracy of (4.3). The method used to evaluate y; (k = 1,2,3) must be a
one-step method such as Runge-Kutta method.

Here, the error constant is

Cy= % (3m + 31 + 27abc + 27) + Py, (4.4)

with a, b, ¢, and f free parameters.
To guarantee the convergence, according to [2, Theorem 2.2], we require methods (4.3)
to be zero stable; that is, the first generating polynomial p(¢) satisfies the root condition. Thus,

la| <1, |b|<1, |c|<1, a#b#c, a#1, b#1, c#1, when |a| =|b| =|c| =1. (4.5)

It is obvious that all methods satisfying conditions C4#0 and (4.5) are convergent
three-order linear four-step methods. So, these two conditions are always assumed to be held
in the following.

Making the transformation ¢ = (1 + z)/(1 — z) to characteristic equation IT(¢; ﬁ) =0,
then we have

ozt + mz® + azt +azz+a, =0, (4.6)
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where

7

ap=2(1+a)(1+b)(1+c) —E[%a —a)(1-b)(1-c) - 4(1 - abc) +8p

ar =-2[(1-a)(1-b)(1-c)—4(1 - abc)] —E[(l +a)(1+b)(1+c)—4(1+ abc) - 8p],

ay = -2[(1+a)(1+b)(1+c)—4(1+abc)] +h

§(1 —a)(1-b)(1-c)—4(1- abc)], (4.7)

a5 =2(1—a)(1 -b)(1-c) + h[(1 +a)(1 + b)(1 +c) — 4(1 + abc)],

as =—-h(1-a)(1-b)(1-0).

Since the transformation ¢ = (1 + z)/(1 — z) maps the circle [¢| = 1 into the imaginary
axis Rz = 0, the interior of the circle into the half-plane iz < 0, and the point ¢ = 1 into z = 0
(see Section 3.7 in [8]). Appeal to the well-known Routh-Hurwitz criterion (see Section 1.9 in

[2]), the necessary and sufficient conditions that TI(¢; k) is Schur polynomial are equivalent
to the conditions as follows:

aj>0 (j=0,1,2,3,4), aiaas—apa; — asa; > 0. (4.8)

Define ¢; := {h € R | a; > 0} fori=0,1,2,3,4 and
(P(ll, bl C/,BO)
= {E € R | all roots of H(g; E) = 0 have modulus less than 1 for fixed a,b,c, ﬁo},
¢i(ab,cpo)={heR |a;>0,j=0,1,234 for fixed a,b,c, o},
(4.9)
then it is obvious that ¢i(a, b, c, fo) = po NP1 NP2 NP3 N Pa.

Lemma 4.1. If (1 + a)(1 + b)(1 +¢) —4(1 + abc) > O, then ¢1(a,b,c, fo) = O for any convergent
three-order four-step methods (4.3).

Proof. For convergent methods (4.3), we have (4.5). So, it is easy to see that h<0fromas >0,
that is, ¢4 = (—o0,0) and

¢1(a,b,c,po) = {ﬁ €R|ap>0,a1>0,a,>0,a3>0,h <0 for fixed a,b,c,ﬁo}. (4.10)

MDIfA+a)@A+b)(1+c)-4(1+abc) >0, then

— 2(1-a)(1-b)(1-c¢)
92 = <_(1 +a)(1+b)(1+c)-4(1+ abc)’0>' (4.11)
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However, since |a| < 1, |b| <1, |c| < 1, we also have (1-a)(1-b)(1-c)—4(1-abc) > 0.
Thus,

_/ 2[(1+a)(1+Db)(1+c)—4(1+ abc)]
2= (/BT e 20T ) AT = by ) € 07 (412
It is easy to see that ¢ N ¢3 = @, that is, ¢1(a, b, c, fo) = 0.

(I If (1 + a)(1+ b)(1 + ¢) — 4(1 + abe) = 0, then (1 - a)(1 - b)(1 - ¢) — 4(1 - abc) = 0.
Hence, ¢, = (0, +o0), which means that ¢, N ¢4 = @, thatis, ¢1(a,b,c, fo) = 0. O

Lemma 4.2. For convergent three-order four-step methods (4.3), one has ¢ N 3 N ¢y = (—=0,0), if
(1-a)(1-b)(1-c)-3(1-abc) <0. (4.13)

Proof. From condition (4.13), we have (1 —a)(1 -b)(1 - c¢) —4(1 — abc) < 0. Similarly, we also
have (1+a)(1+b)(1+c¢) —4(1 + abc) <0.
After simple calculations, we can obtain

¢0 = (—OO, 0)/
B 2(1-a)(1-b)(1-c)
P = <_oo'_ 1+a)(1+b)(1+c)—-4(1+abc) ) (4.14)
3 21+ a)(1+b)(1 +c¢) — 8(1 + abc)
92 = <_°°' (4/3)(1 - a)(1 - b)(1 - c) — 4(1 — abc) >
It is easy to see that ¢g NP1 N P = (—o0,0). O

Theorem 4.3. The longest interval of absolute stability for convergent LMMSs (4.3) with (4.13) is

6(a+b+c+2-abc) ) (4.15)
~10+a+b+c+2ab+2bc+2ac+abc’ )’ '
where certain fixed parameters a, b, ¢ satisfying
31 +a)’(1+b)*(1+c)*+(1-a)’(1-b)’(1-c)
po= 48(a+b+c—abc+2)
(4.16)

(1+abc)(1+a)(1+b)(1+c) (1-abc)(1-a)(l-b)(1-c)-3(1-abc)?
- a+b+c—abc+2 - 3(a+b+c—abc+2) '

Proof. According to Lemmas 4.1 and 4.2, we have

gi(ab,cpo) = {heR|ay>0,a1>0h<0 for fixed a,b,c,fo}. (4.17)
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Dividing the real axis into three parts as

Ri= (-0, g1+ @)1+ b)(1+0) - 5 (1 +abe),
R, = (é(l +a)(1+b)(1+c¢) - %(1 + abC),—i(l —a)(1-b)(1-c)+ %(1 - ab6)>, (4.18)

R; = [—21—4(1 —a)(1-b)(1-c¢)+ %(1 - abc),+oo>.

Let

20+a)(1+b)(1+c¢)

i = (1/3)(1—a)(1-b)(1-c) - 4(1 - abc) + 8B’

(4.19)
2[(1-a)(1-b)(1-c) —4(1 - abc)]
(1+a)(1+b)(1+c)—4(1-abc)-8f

dy =

(I) If ﬁo € Ry, then

b= (e 2[(1 - a)(1 - b)(1 - c) - 4(1 - abc)]
! "—[(1+a)(1+b)(1+c) —4(1 + abc) - 8] )’
(4.20)

B 20+a)(1+b)(1+c¢)
$o = ((1/3)(1 —a)(1-b)(1-c¢)—4(1-abc) +8ﬁ0’+oo)’

thatis, ¢1(a, b, c, fo) = (d1,0). Hence,

31+a)(1+b)(1+c¢)
-10+m+2l+abc ’

¢1(a,b,c,for) = (

0) c¢1(a,b,c, o) (4.21)

forany fp € Ry and o1 = (1/8)(1+a)(1 +b)(1 +¢c) — (1/2)(1 + abc).
(H) If ﬁo € Ry, then

[/ 2[(1-a)(1-b)(1-c)-4(1 - abc)]
= <_(1 +a)(1+b)(1+c)—4(1 + abc) —8,60’+°°>’
(4.22)

3 20+a)(1+b)(1+c¢)
Po = <(1/3)(1 —a)(1-b)(1-c) - 4(1 — abc) +8ﬁ0’+°o>’

thatis, ¢1(a, b, c, fo) = (d1,0) N (dy,0) for fixed a, b, c.
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In fact, di decreases and d, increases monotonously with fy increasing on R;. So,

6(a+b+c+2-abc)
-10+m + 2l + abc ’

¢1(a,b,c,por) = < 0) cyi(ab,c o), (4.23)

for any fy € R, and d; = d,, that s,

_3(+ )’ (1+b)*1+c)*+ (1 -a)*(1-b)*(1-c)?

foz 48(a+b+c—abc +2)
(A +abc)(1+a)(1+b)(1+0) (4.24)
a+b+c—abc+2
16(1 — abc)(1 - a)(1 - b)(1 - ¢) — 48(1 — abc)?
- 48(a+b+c—abc+2) '
(II) 1f ﬁo € R3, then
_ [ 2[QA-a)(1-b)(1-c)-4(1-abc)]
1= ( (+a)(1+b)(1+c)—4(1 + abc) —8ﬁ0’+°°>’

(4.25)

do <—oo 21+ a)(1+b)(1 +c) )
0= "(1/3)(1-a)(1-b)(1-c) —4(1 - abc) + 8By /)’

thatis, ¢1(a,b, c, fo) = (do,0). Therefore,

=3[(1-a)(1-b)(1-c)—4(1 —abc)]
—-10 + m + 21 + abc

¢1(a,b,c,foz) = ( ,O) cyi(ab,c po), (4.26)

forany fy € Rz and foz = —-(1/24)(1 - a)(1 -b)(1 —c) + (1/2)(1 — abc).

Comparing above three cases by Matlab software, we obtain ¢:(a,b,c,fop) D
¢1(a,b,c,poy) and ¢i(a,b,c, o) D ¢i(a,b,c,foz). Hence, ¢1(a,b,c,po2) D ¢i(a,b,c,po) for
any f € R.

If By = Pop and he (6(a+b+c+2—-abc)/(-10+m+2l+abc),0), after direct calculations by
Matlab software, we arrive at ajaras —ag a§ —ay a% > 0, which means that the second condition
of (4.8) holds. O

Corollary 4.4. The interval of absolute stability of convergent LMMSs (4.3) with (4.13) tends to the
whole negative real axis, that is, C4 — land g — 0, whena — 1,b — landc — 1.

As we known, explicit linear multistep methods cannot be A-stable. In fact, LMMs
(4.3) are no longer convergent when a = b = ¢ = 1. Corollary 4.4 implies that the stability
interval can increase infinitely, so we can find convergent methods with sufficiently large
stability interval.
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Reh

Figure 1: Region of absolute stability.

Corollary 4.5. For the convergent three-order linear four-step methods

Ynea — (@ + D) Y3 + anio = H(Bs fres + Pofusz + Pifue1 + Pofn), (4.27)

the stability interval is (-6(a +2) /(10 — a),0) if fo = (a® — 7a — 3) /12(a + 2); that is, its maximal
length cannot exceed 2.

Corollary 4.6. If a = x +iz, b = x — iz with i> = -1 and c = 0 in (4.1), then one has the convergent
three-order linear four-step methods

Ynst = x4 Vs + (32 425+ 2y = (32 + 22y = h(Bs furs + o sz + P furt + fof)-
(4.28)

Furthermore, if we choose

6 +4x — x% +2x% + x* + 2xz% + 2x%22 - 522 + z*
By = , (4.29)
2A(x+ 1)

then the stability interval of (4.28) is (12(x+1) /(2 +2x*+2x-10),0), that is, its maximum length
cannot exceed 4.

At the end of this section, we use BLT to study the stability region of (4.3).

In Figure 1, we plot the region S, the interval length a and the maximal height along
the positive imaginary axis Im & of absolute stability.

It is obvious that a, Ih and the area of S are quite different for different ffy of LMMs
(4.3) with a = b = ¢ = 0 in Figure 2. Furthermore, when fy > 0.25, for example, fy = 0.3, there
is a loop on the left of its curve. It demonstrates that the map h(8) is no longer one to one on
this interval, which means that the interior of this loop does not belong to the stability region.
Similarly, when fy < -0.05, for example, fy = —0.25, there are two loops on the right part
of its curve. Therefore, the curve constructs one single connected region of corresponding
numerical method only when —0.05 < ff < 0.25.
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Reh
Figure 2: Regions of absolute stability for LMMs (4.3) witha=b=c = 0.
Table 1: Stability results of LMMs (4.3).
a b c Br Po(a) a Po(Ih) Ih
0.0000 0.0000 0.0000 0.2500 —0.0500 0.2500 1.2000 0.0000 0.7231
0.2500 0.2500 0.2500 0.2109 —-0.3500 0.2109 1.8519 —-0.2000 0.7090
0.3000 0.3000 0.3000 0.2003 —-0.4000 0.2003 2.0202 —-0.2000 0.7047
0.7500 0.7500 0.7500 0.0578 -1.3500 0.0578 5.8103 —-0.2000 0.9693
0.9000 0.9000 0.9000 0.0123 -1.9500 0.0123 13.9252 —-0.2000 1.7460
0.2500 0.5000 0.7500 0.1670 —-0.8500 0.1670 2.9067 —-0.2000 0.7620
-0.2500 0.5000 0.5000 0.2854 —-0.4000 0.2854 1.8121 —-0.1000 0.7795
-0.1000  -0.1000 —-0.1000 0.2622 0.0500 0.2622 0.9966 0.1000 0.7092
Table 2: Stability intervals of LMMs (4.27) and LMMs (4.28).
a(427) b(427) c(427) p(427) a(427) a(428) b(428) c(428) P(428)  a(4.28)
0.9999  0.0000  0.0000 0.2500  1.9999 0.9999 0.9999 0.0000  0.2500 3.9996
0.9000  0.0000  0.0000 0.2474 19120 0.9000 0.9000  0.0000  0.2391 3.4647
0.7500  0.0000  0.0000 0.2443  1.7837 0.7500 0.7500  0.0000  0.2285 2.8473
0.5000  0.0000  0.0000 0.2417  1.5792 0.5000 0.5000  0.0000  0.2240 2.1180
0.2500  0.0000  0.0000  0.2431 1.3849 0.2500 0.2500  0.0000  0.2324 1.5999
-0.5000 0.0000  0.0000 0.2649  1.0245 -0.5000 -0.5000  0.0000  0.2969 0.5716
-0.9999 0.0000  0.0000 04166  0.3529 -0.9999 -0.9999 0.0000 0.3333  0.500E -4

In Table 1, the upper bounds By; of f for curve with no loop on the left and the lower
bounds By, of f for curve with no loop on the right are given. Moreover, fy(a) and fy(Lh)
are evaluated on [By, Bi] such that & and Ih are maximal, respectively. The corresponding
maximums a and Ih are also given out. Especially, several stability regions of LMMs (4.3)
with different a, b, c are shown in Figure 3.

Finally, some stability intervals are calculated for special three-order four-step

methods.

It is shown that the maximal length of stability interval for methods (4.27) cannot
exceed 2 and the maximal length for methods (4.28) cannot exceed 4 in Table 2. These results
are in agreement with the conclusions of Corollaries 4.5 and 4.6.
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— 1
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Figure 3: Regions of absolute stability for LMMs (4.3).

5. Numerical Experiments

In this section, some examples are given to demonstrate the validity of our proposed
methods.

Example 5.1. Consider the ordinary differential system (see page 229, Section 8.5 in [8])

y'(t) = Ay(t), (5.1)
where y(0) = (1,0,-1)", A = <:1f(9)1 —% 32)2) and its exact solutions are

yi(t) = % exp(-2t) + % exp(—40t) (cos 40t + sin 40t),

1a(t) = % exp(-2t) - % exp(—40t) (cos 40t + sin 40t), (52)

y3(t) = —exp(—40t) (cos 40t — sin 40t).
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As we all know, this equation is stiff because its solutions contain a component which
decays much more rapidly than the other.
Then, we apply the following three numerical methods to problem (5.1).

(I) Explicit three-step Adams-Bashforth methods of order three (AB3)

h
Yn+1 = Yn + E (23fn - 16fn,1 + 5fn72)- (53)

(II) Linear four-step methods (4.3) of order three with a = b = ¢ = 0 and fy = 0.25
(LMM1)

5 7 1 1
yn+4_yn+3—h<§fn+3_Efn+2_§fn+1+zfn>- (5.4)

(III) Linear four-step methods (4.3) of order three with a = b = ¢ = 0.9, fy = 0.01 (LMM2)

Yned = 3.7Ym3 + 51312 — 3.159y,,,1 + 0.729y,
(5.5)
= h(0.2754f 5 — 0.5113 5 +0.2269f .1 + 0.01£,).

Here, we let the global error E, := Y(t,) — Y, which Y(t,) and Y,, denote the exact
solutions and numerical solutions, respectively. Then, we attempt to solve (5.1) by these three
methods with |E,| < 1072. It can be found that the steplengths h taken to reach the point
t, = 0.1 are as follows.

In Table 3, the steplength of the linear four-step methods (LMM1 and LMM2) can
be chosen much larger than that of the classical Adams-Bashforth methods (AB3) with the
same order. This implies that the proposed methods (4.3) have much longer absolute stability
interval. On the other hand, the selection of steplength as indicted in Table 3 for LMM1 and
LMM2 gives another suggested fact that the steplength can increase gradually with a — 1,
b — 1,and ¢ — 1, which is predicted by Corollary 4.4.

Example 5.2. Consider the problem (see page 213, Section 6.1 in [2])
y'(t) = By(t) + f(1), (5.6)

where y(0) = (0,0)", B= (& &), f(t) = (999(30551?fsin B ) and its exact solution is

(ﬁg;) =K exp(—t)G) +K; exp(—lOOOt)<_9198> + (jg;tt) (57)

Here, K; = -1/999 and K; = 1/999. Then, system (5.6) is also stiff because it has a
stiffness ratio of 1000.
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Table 3: Numerical solutions and errors of AB3, LMM1 and LMM2 for (5.1).

tn Y(t,)  Yu(AB3) E,.(AB3) Y,(LMM1)  E,(LMM1) Yu(LMM2)  E (LMM2)
h =0.0001 h =0.004 h=0.01
0.7981 0.7803 ~0.0178 0.7981 —0.105E—4 0.7957 —_0.241E-2
0.0200 0.1627 0.1801 0.0174 0.1627 0.174E — 4 0.1639 0.122E -2
0.0093 0.2086 0.1993 0.0104 0.109E - 2 0.0079 0.145E -2
0.5595 0.5217 —~0.0378 0.5595 —0.250E-5 0.5593 —0.146E -3
0.0400 0.3636 0.4010 0.0374 0.3636 —0.420E-5 0.3643 0.709E =3
0.2077 0.2588 0.0511 0.2076 0.100E - 3 0.2085 0.816E -3
0.4407 0.4205 —0.0202 0.4407 0.100E =5 0.4407 —0.551E - 4
0.0600  0.4463 0.4661 0.0198 0.4463 0.242E -5 0.4463 0.550F — 4
0.1282 0.1199 —0.0083 0.1280 —0.220E-3 0.1282 0.854F — 4
0.4045 0.3994 —0.0051 0.4045 —0.122E-6 0.4045 0.214E -5
0.0800  0.4476 0.4524 0.0048 0.4476 0.274E - 6 0.4476 0.324E-5
0.0383 0.0228 —~0.0155 0.0383 —0.517E-4 0.0383 —0.859E -5
0.3964 0.3972 0.800E - 3 0.3964 0.815E — 4 0.3964 0.662E - 5
0.1000  0.4223 0.4212 —0.100E=2 0.4223 —0.512E-4 0.4223 —0.160E -5
-0.0019 -0.0090 0.800E — 2 -0.0019 0.541E — 4 -0.0019 0.221E -5

To compare the proposed methods (4.3) with other well-known stiff methods, we
consider the Adams-Moulton methods of order three (AM3)

(1 _a)<]/n+2 —Yn— g(fnﬂ +4fn+1 +fn)> +lx<]/n+2 —Yn+1 — %(anﬂ +8fn+1 _fn)) :(0/ )
5.8

where a #1 and 0 < a < 2. Such numerical methods have good stability because their absolute
stability interval is (6a/(a —2),0) and they are appropriate for moderately stiff systems (see
[8])-

Applying LMM1 and AMS3 to system (5.6), we plot the exact solutions and numerical
solutions with a = 1.99, h = 0.0002 in Figure 4, respectively. It can be noted that the accuracy
of AM3 is indeed better than that of LMM]1 in the beginning interval. However, LMM1 can
repair the initial error and obtain the same accuracy as AM3 eventually, which can be seen
from the second component (the bottom figure). This phenomenon reveals that the proposed
methods (LMM1) have good stability.

Example 5.3. To illustrate the efficiency of the proposed methods (4.3) further, we will do
some comparisons with other famous stiff methods, such as, BDF methods of order three
(BDF3)

18 9 2 6
_ = - -y, == . 59
Yn+3 11 Yn2 + 11 Yn+1 11 Yn 11 hfn+3 (5.9)
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Figure 4: Comparison of exact solutions with numerical solutions for (5.6).
Table 4: Numerical solutions and errors of LMM1, BDE3, and AM3 for (5.1).
t Y (t,) Y,(LMM1) E,(LMM1) Y,(BDF3) E,(BDF3)  Y,(AM3)  E,(AM3)
h =0.0025 h =0.0025 h =0.0025
79808E-1 7.9826E-1 17435E-4 79789E-1 -1.9274E-4 79778E-1 -3.0096E-4
0.0200 1.6271E-1 1.6253E-1 -1.7435E-4 1.6290E-1 19274E-4 1.6301E-1 3.0097E -4
9.2784E-3 9.2644E -3 -13993E-5 9.3240E-3 45652E-5 9.4174E-3 1.3908E -4
5.5952E-1 5.5966E -1 14495E-4 55935E-1 -1.6673E-4 5.5872E—-1 -8.0064E—4
0.0400 3.6360E-1 3.6346E -1 —-1.4496E-4 3.6377E—-1 1.6673E-4 3.6440E-1 8.0064E —4
2.0771E-1 2.0798E-1 27493E-4 20743E-1 -2.7512E-4 2.0737E-1 -3.3240E-4
44065E-1 4.4065E-1 1.7550E—-6 4.4064E-1 -12265E-5 4.3975E-1 -9.0526E-4
0.0600 4.4627E-1 4.4627E-1 -1.7579E-6 4.4628E-1 12268E-5 44717E-1 9.0527E-4
1.2817E-1 1.2846E-1 2.8861E-4 12786E-1 -3.0907E-4 1.2702E-1 -1.1478E-3
4.0454E-1 4.0447E-1 -6.3347E-5 4.0460E-1 6.3188E-5 4.0382E-1 -7.1785E-4
0.0800 4.4761E-1 44767E-1 6.3343E-5 44754E-1 -6.3184E-5 44833E-1 7.1787E-4
3.8313E-2 3.8439E-2 12611E-4 3.8170E-2 -14361E-4 3.6721E-2 -1.5922E-3
3.9645E-1 3.9640E-1 -5.1188E-5 3.9650E-1 54584E-5 3.9595E-1 -5.0282E-4
0.1000 4.2228E-1 4.2233E-1 5.1183E-5 4.2223E-1 -54580E-5 4.2278E-1 5.0285E -4
1.8894E-3 -1.8911E-3 -1.7216E-6 -1.8947E-3 -5.3187E-6 -3.4785E-3 -1.5891E-3

It is well known that the BDF methods are central to the construction of efficient

algorithms for handling stiff systems. In fact, they play the same role in stiff problems as
the Adams methods do in nonstiff ones.

In Table 4, the numerical solutions for (5.1) are all calculated with the same steplength

h = 0.0025. It is noted that the accuracy of LMM1 is no worse than that of the other two stiff
methods (BDF3 and AM3) and LMM1 almost behave as well as BDF3.
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Figure 5: Errors of Runge-Kutta method and LMM (4.28) with h = 0.002.

Example 5.4. 1t is well known that, for s-stage explicit Runge-Kutta methods of order s (s =
1,2,3,4), the intervals of absolute stability become larger as the order increases. Meanwhile,
the opposite happened for the explicit linear multistep methods. Therefore, people are willing
to use the explicit Runge-Kutta methods in the physical problems. However, the maximal
length of stability interval for methods (4.28) approach 4 in Table 2, while that stability
interval length for three-stage explicit Runge-Kutta methods with the same order is about
2.51. Furthermore, Corollary 4.4 implies that the stability interval can be infinite for LMMs
(4.3), while the explicit Runge-Kutta methods only have infinite intervals of absolute stability.
In order to illustrate the efficiency of the proposed methods further, we will give a comparison
between the explicit three-order linear four-step methods (4.28) and the three-stage explicit
Runge-Kutta methods of order three.

Let x = 0.99 and z = 0.1 in methods (4.28), then a = 3.9472. In Figure 5, we plot the
error curves of Runge-Kutta method and the proposed method (4.28) with 1000k = 2 < 2.51
(also less than a) for problem (5.6). It can be noted that both numerical methods behave
well in stability, which is in agreement with the theory in [1]. Furthermore, we plot the error
curves of both methods with 2.51 < 1000k = 3 < a in Figure 6. It can be found that the
proposed method is stable, while the Runge-Kutta method is unstable. This implies that the
stability interval of the proposed methods (4.28) is greatly improved.

Remark 5.5. In the above three examples, there are two kinds of comparison between the
proposed methods (4.3) and the other existing methods. In Example 5.1, it is shown that
our methods in this paper have longer absolute stability interval than the classical Adams-
Bashforth methods. In Examples 5.2 and 5.3, other comparisons between the proposed
methods (4.3) and some well-known stiff methods are given. Here, we do not claim that
the proposed methods in this paper are better than AM3 and BDE3, after all, the proposed
methods (4.3) are explicit methods. However, it can give a comparative results at least. These
comparisons show in depth that the proposed methods (4.3) are favorable in applications to
the stiff systems and improved in stability for the classic Adams-Bashforth methods.
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Figure 6: Errors of Runge-Kutta method and LMM (4.28) with k = 0.003.

Remark 5.6. Although implicit methods are so favoured that explicit linear multistep methods
are seldom used on their own, they do, however, play an important ancillary role in predictor-
corrector pairs (see [8, Section 3.8]). The common software for ODEs is not based on
Adams-Bashforth methods alone, but on predictor-corrector methods with Adams-Bashforth
predictor and Adams-Moulton corrector. However, the research in our paper can supply
a kind of tools for practical computation when Adams-Bashforth methods or predictor-
corrector methods are applied.

6. Conclusions

In this paper, several three-order explicit linear four-step methods are proposed, which
possess far longer intervals of absolute stability than the classical Adams-Bashforth methods
with the same order. Because the steplength of the proposed methods can be chosen much
larger, these kinds of explicit linear multistep methods are found to be more adaptive.
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