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A fractional order time-independent form of the wave equation or diffusion equation in two
dimensions is obtained from the standard time-independent form of the wave equation or
diffusion equation in two-dimensions by replacing the integer order partial derivatives by
fractional Riesz-Feller derivative and Caputo derivative of order a, f,1 < 9i(a) <2and 1 < R(f) <
2 respectively. In this paper, we derive an analytic solution for the fractional time-independent
form of the wave equation or diffusion equation in two dimensions in terms of the Mittag-Leffler
function. The solutions to the fractional Poisson and the Laplace equations of the same kind are
obtained, again represented by means of the Mittag-Leffler function. In all three cases, the solutions
are represented also in terms of Fox’s H-function.

1. Introduction

The standard time-independent form of the wave equation or diffusion equation in two-
dimensions

V¥ (x,y) + K*¥(x,y) =0, (1.1)

where k > 0 is the wave number, is mathematically considered as the master equations
to different classes of partial differential equations, namely, Poisson equation and Laplace
equation. It represents the time-independent form of the wave equation or diffusion equation
obtained while applying the technique of separation of variables to reduce the complexities
of the solution procedure of the original equations. This equation appears in physical
phenomena and engineering applications such as heat conduction, acoustic radiation, water
wave propagation, and even in biology. For estimating the geodesic sea floor properties, the
proper prediction of acoustic propagation in shallow water as well as at low frequencies is
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very essential. It also provides the solution to such problems, refer Liu et al. [1]. It also solves
the problems in pattern formation in animal coating, see Murray and Myerscough [2].

In electromagnetics, the two-dimensional time-independent form of the wave equa-
tion or diffusion equation appears as the governing equation for waveguide problems.
There is huge mathematical and engineering interest in electromagnetic wave scattering
problems driven by many applications such as modeling radar, sonar, acoustic noise barriers,
atmospheric particle scattering, and ultrasound since both the incident and scattered electric
field satisfy the two-dimensional time-independent form of the wave equation or diffusion
equation which is also known as the scalar Helmholtz equation (see Budiarto and Takada
[3]). This paper introduces a new fractional-model time-independent form of the wave
equation or diffusion equation in two-dimensions, in which both the space variables x and y
are allowed to take fractional order changes. Such models are described in Mainardi et al. [4]
and are defined as

ngE(x,y)+0D5E(x,y) + sz(x,y) =®(x,y) (1.2)

k>0xeR yeR,1<Ra) <2,1<R(P) <2 where k is the wave number given
by k = 2x/A where A is the wavelength, E(x,y) is the field variable of interest, which
could be acoustic pressure, wave elevation, or electromagnetic potential, among many other
possibilities, and ®@(x,y) is a nonlinear function in the field. ,Dy is the Riesz-Feller space

fractional derivative of order & and asymmetry parameter (skewness) 0, and yDE is the
Caputo fractional derivative of order f. These fractional derivatives are integrodifferential
operators, and are defined in the section on mathematical preliminaries.

The Mittag-Leffler function is a special function having an essential role in the
solutions of fractional order integral and differential equations. Recently, this function is
frequently used in modeling phenomena of fractional order appearing in physics, biology,
engineering and applied sciences. After being introduced and studied by Mittag-Leffler [5],
Wiman [6] and Agarwal [7], the Mittag-Leffler function, in its two forms:

[ee) Zn
E.(z) = %m aeC, Ra)>0, (1.3)

0 n

y4
Fot®) = s )

,a,peC, R(a)>0, R(B) >0, (1.4)
has been studied in details by Dzherbashyan [8]. Both functions (1.2)-(1.3) are entire
functions of order p = 1/a and type o = 1. In 1920, Hille and Tamarkin [9] have presented a
solution of the Abel-Volterra type integral equation

RN O
) fo (x_t)lfadt—f(x), O<x<1, (1.5)

in terms of Mittag-Leffler functions. Fox [10] used the H-function to give the most
generalized symmetrical Fourier kernel. This function is defined in terms of Mellin-Barnes
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integrals and is a generalization of the Meijer G-function. Most of the special functions are
available as the special cases of this function (Mathai et al. [11]).

The objective of this paper is to develop a solution of the fractional time-independent
form of the wave equation or diffusion equation (1.1) in terms of Mittag-Leffler function
and then in Fox’s H-function, using the Laplace and Fourier transforms and their inverse
transforms. Mathematically, the Poisson and the Laplace equations are the two special cases
of the two-dimensional time-independent form of the wave equation or diffusion equation.
We apply this fact to fractional case also.

This paper is divided as follows. Section 2 is devoted to mathematical preliminaries
used to solve the Cauchy problems. In Section 3, we derive the solution of the fractional
Laplace equation in Mittag-Leffler function and then in Fox’s H-function. Section 4 is devoted
to the fractional Poisson equation. The solution of the fractional master equation is given in
Section 5. Its proof and the convergence and the series representation of the H-function are
given in the appendix. The Mellin-Barnes representation and the series representation of the
special functions in the fundamental solutions are given in the appendix.

2. Mathematical Preliminaries

The space fractional Riesz-Feller derivative ,Dg of order a and skewness 6 is defined as

D () = L [sm[w -0)7] f"" Mdg]

§1+a
snfw-0%] [ *fx=8) - f(x) dg] =
2 §1+u 4

F(l +a)
a

where 0 < & <2, |8] < min(a,2 — a) and the Caputo derivative of order a with respect to £,
t>0,

1 PN (x,u)
I(m—a))o(t —u)y=m!
m

dtmN(x't) a=m,méeEN,

du, m-1<R(a)<m

tDEN(x, t) = (2.2)

where [- -] is the integer part. The main results on Mittag-Leffler functions of (1.3), (1.4) are
available in the handbook of Erdélyi et al. [12, 13], the monographs by Dzherbashyan [8, 14],
some recent books by Mathai et al. [11], Kiryakova [15], Podlubny [16], Kilbas et al. [17], and
Mainardi [18]. The H-function is defined by means of a Mellin-Barnes type integral in the
following manner (Mathai and Haubold [19]):

Hmn( )[ |(ap p) 1 {H;er(b'+B'5)}{H?:1F(1—b'—B~s)}

(O Ry L{ (YT b—Bs)}{ ]n+1r(a]+As)}ZSdS'

(2.3)

and an empty product is always interpreted as unity; m,n,p,g € No with0 < n < p, 1 <
m<gq,A;,Bi €Ny, a;,bjeC,i=1,...,p;j=1, ..., gsuchthat A;(b; + k) #Bj(a; -1 - 1),
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k,1 € Np;i=1,...,n,j =1,...,m where we employ the usual notations: Ny = (0,1,...,);
R = (—oo,00), Ry = (0,00); C being the complex number field. For the details about the
contour L and existence conditions see; Mathai et al. [11] and Kilbas and Saigo [20].

The Wright’s generalized hypergeometric function, Wright ([21, 22]); is defined by the
series representation

[ P F(a]-+A,-s)]zr

[1‘[ T (b + Bys)|r! ' 24

p¥q(2) p‘l’q[z|(ap p)] Z

where z € C, a;,b; € C, Aj,Bj€Ry; i=1,..,p; j=1,...,q 3], bj -3 Aj>-1; Cis
the complex number field. The Mittag-Leffler function is a special case of this function,

(1, 1) 1,1 01)
aﬂ(z) =1¢1 Z|(ﬂa) H 01)(1 ﬂa) (25)

The Laplace transform of the function N (x, t) with respect to t is

L[N(x,t)] = J? e !N(x,t)dt = N*(x,s), x € R, R(s) >0, (2.6)

and its inverse transform with respect to s is given by

y+ico

1
L7N*(x,s)] = = e N*(x,s)ds = N(x,t), (2.7)
y—ico

y being a fixed real number. The Fourier transform of a function N (x,t) with respect to x is
defined as

F[N(x,t)] = Jm eP*N(x,t)dx = ﬁ(p, t), xeN, (2.8)

—0o0

the inverse Fourier transform with respect to p:
— 1 © .
-1 — —ipx —
[N(.b)] o f_w e P*N(p,t)dp = N(x, 1). (2.9)

L(R,) x F(R), where L(R,)
[CIf®ldt < oo and F(R) is

The space of functions for the above two transforms is £¥
is the space of summable functions on R, with norm || f||
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the space of summable functions on R with norm || f|| = [%_|f(t)|dt < co. From Mathai et al.
[11], and Prudnikov et al. [23] the cosine transform of the H-function is defined as

“ : (ap,Ap)
I 1! cos(it) iy [at”|(b:,3;’) Jat
(2.10)
2l e, |(2 P/2,1/2) (@, Ap) ((1-p) /2,41/2)
T ke P24 (bq,Bg) ’
where
b (ai-1) 1
R(p) + ‘umm%[B—:I 0, R(p)+u {rg}:g[ A <1, |arga|< EJTQ,
(2.11)
n p
0-3a- 5 A+35- 3 B0
j=1 j=n+1 j=1 j=m+1
The Laplace transform of the Caputo fractional derivative (see, e.g., Podlubny [16])
n
L[oDfN(x,1)] = s*N*(x,s) - Zsrflon*’N(x, B)egy n-1<R(a)<n, neN.
r=1
(2.12)

From Mainardi et al. [4], the Fourier transform of the Riesz-Feller derivative is given by

F{«Def(x);p} = -¢2f (p), (2.13)

where ¢ f (p) = |p|*e’8PO7/2 1 € R, and f = F[f(x);p] = ff;’ eP f (x)dx.
We also need the property of H-function (Mathai et al. [11])

mm | _(a1,A1),..(ap,Ap)
H [ |(blBl) (bg-1,B41) (a1,A1)

(2.14)
1 (a2,A2) . (ap, 4
= H L s o] m21a>m,
and the following result (Podlubny, [16]):
-1 Sﬁ& a-p a a
L . a;t =t"PEyapa(at®), R(s)>0, R(a-p)>-1, ‘S_"‘ <1 (2.15)
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3. The Exact Solution of the Fractional Laplace Equation

The exact solution of the fractional Laplace equation (1.2) in terms of three special functions
namely, Mittag-Leffler function, Fox’s H-function, and Mainardi function, respectively, are
derived in the following subsections.

3.1. The Exact Solution in Terms of Mittag-Leffler Function

Theorem 3.1. Consider the fractional Laplace equation
D2E(x,y)+,DYE(x,y) =0, xR, y>0, (3.1)

1 < R(a) £ 2,10 < min(a,2 —a), 1 < R(P) < 2 with initial conditions E(x,0) = f(x),
8/6y15(x,y)|y:0 = g(x), x € R, limy ..o, E(x,y) = 0, where »Dy is the Riesz-Feller fractional

derivative of order a and symmetry 6 and ny is the Caputo fractional derivative of order . Then the
solution of (3.1) subject to the initial conditions is

E(x,y) = % fi F ) Eps [(48p) )*]e P dp + 5= r; 2(P)Ep2| (98 (p) )y e P dp,
(32)

where ~ indicates the Fourier transform with respect to the space variable x.

Proof. If we apply Laplace transform with respect to the space variable y and use (2.12), (3.1)
becomes

«DSE*(x,s) + sPE*(x,s) — sP ' f(x) — s 2g(x) = 0. (3.3)
Now applying the Fourier transform with respect to the space variable x to obtain

[~ o) E (0 5) = 57 p) + 23 ),

R 10 W () 54
PET IR )
Using the result (2.15), we get
E(p.y) = F(p)Epa [0 (0)v”] + 2(p)yEp2 w3 (0) "] (35)

Taking the inverse Fourier transform on both sides, we obtain the solution

E(x,y) = % fi F)Epa (w2 (p) ) yP|e ¥ dp + % fi 2(p)Epa[ (9 (p) )] e P dp.
(3.6)
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Hence Theorem 3.1 follows.

From the above Cauchy problem, by introducing the initial conditions f(x) = 6(x)
where 6(x) is the Dirac delta function and g(x) = 0, the exact solution or the Green function
in Mittag-Leffler function is derived with the help of the Fourier convolution:

E(x,y) = f_oo Gz’ﬁ (x-71,y)f(r)dr, (3.7)
where the exact solution in terms of the Mittag-leffler function G(x, y) is

Gap(xy) = % fi Epa| (42 (p) )yf|e ¥ dp. (3.8)

3.2, Exact Solution in Terms of Fox’s H-Function
From the above theorem, exact solution in Fox’s H-function for the fractional Laplace equa-
tion

DXE(x,y)+D)E(x,y) =0, xeR, y =0, (3.9)

1 <R(a) <2, 10| < min(a,2 —a), 1 <R(P) < 2 with initial conditions E(x,0) = f(x) =
o(x), 6/6yE(x,y)|y=0 =0, x €R, hl’i\ E(x,y) =0, is given by

E(x,y) = LO Gz,ﬁ(x -1,y)f(r)dT, (3.10)
where
0 _ 1 6 B -ipx
Capo¥) =5, | Epa|(42(p) )| dp,

1 11 6 pOD)
- IO cos(px)Hy), [(-% (P))y |(O,1),(O,ﬂ)]dp’

_1(7 11 a g i0(r/2)\(01)
-1 f cos(px) HA [ (Ip|“yPe =)0 ], a1

1 12 i0(/2) | 4|~ (1/2,a/2),(0,1),(0,a/2)
\/ElleS’Z [—2‘7‘31 (or )|x| ayﬁ|(0,1),(0,ﬁ) ], %(ﬁ) <2,

! ’ ' - 1/2,2/2),(0,a/2 .
= ﬁllezlll [_2a819(7r/2)|x| ayﬂ|§0:ﬁ)a ),(0,a/ )]/ using (2.14).
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4. Fractional Poisson Equation

As a generalization of the Cauchy problem 3.1, the Mittag-Leffler solution of the fractional
Poisson equation

ngE(x,y)+oD5E(x,y) =®0(x,y) (4.1)

is given as.

4.1. Cauchy Problem

The solution to the fractional Poisson equation
DEE(x,y)+oDYE(x,y) = ®(x,y), y >0, xeR, 1<R()<2 (4.2)
where @(x, y) is a nonlinear function, 1 < 9i(a) < 2, |0| < min(a,2 — a), 1 < R(P) < 2 with

initial conditions E(x,0) = f(x), 0/0yE(x, y)|y:O = g(x), x € R, limy .., E(x,y) = 0 where

+Djg is the Riesz-Feller fractional derivative of order « and symmetry 6 and ny is the Caputo
fractional derivative of order p. Then, the solution of (4.2) subject to the initial conditions is

Eow) =5 [ F0)En| () o]e Pap

o .[ : §()Epa| (v (1))’ dp (43)
’ % : ¢ fi O(p,y - &) Epg| (95 (p) ) ] ¥ dpde,

where " indicates the Fourier transform with respect to the space variable x.

Solution. Applying the Laplace transform with respect to the space variable y and Fourier
transform with respect to the space variable x and using initial conditions, we have

|5 - 42 (D) E* (0. 5) = " F(p) + 23 (p) + D" (p, ),

17 2 2 4.4
B =2 t@) | 78F) | () &4
s —ga(p) P -ui(p) - yi(p)
Taking the inverse Laplace transform and using Laplace convolution,
E(p,y) = F(0)En [ (98 () )v*] + 2(0)yEpa [0l (0)¥]
(4.5)

+ J:O &’(P,y - é)Eﬂ,ﬁ [((Ijg (p))yﬁ] dé.
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Taking the inverse Fourier transform on both sides and using Fourier convolution, we obtain
the solution

Eow) =3 [ F0)En|(r0)s]e Pap

o .[ : §()Epa| (v (1))’ dp (4.6)
’ % Ov ¢ fi O(p,y - &) Epg| (3 (p) ) &F| e dpde.

5. The Fractional Master Equation

In this section, we solve the fractional master equation, namely, the fractional time-
independent form of the wave or diffusion equation (fractional Helmholtz equation) (1.2)
to generate a solution in terms of the Mittag-Leffler function, using the Laplace and Fourier
transforms and their inverses. The wave number k is selected such a way that k2 > ¢f(p) =
|p|“eiign P)OT/2 € ;R Thus, the model is made suitable to handle the scattering problems of
electromagnetic waves of large wave number or short wavelength.

Theorem 5.1. The analytical solution of the fractional time-independent form of the wave equation or
diffusion equation

ngE(x,y)+yDEE(x,y) +K*E(x,y) = ®(x,y), (5.1)

k >0 x € R, y € R, with the initial conditions E(x,0) = f(x), é)/(’iylf(x,y)ly:0 = g(x),
lir:{l E(x,y)=0,is

EGw) = 5 [ F0)En[-(8 - 42 0)) ] exp(-ipp
* % _[ : 2(P)Ep2|- (K2 - 42(p) ) y*] exp(~ipx)dp (5.2)
’ % ,[ : & f: O(p,y - &) Epg|- (K2 - 48 (p) )&] exp (~ipx)dpde,

Where ~ is the Fourier transform with respect to x.
The proof of this theorem and the H-function solution of the fractional time-independent form
of the wave equation or diffusion equation are discussed in the appendix.

6. Conclusion

The closed form solutions in terms of the Mittag-Leffler function and Fox’s H-function
are obtained for the fractional Laplace and the fractional Poisson equations. It is seen
that the solutions in terms of the Mittag-Leffler function as well as in the H-function to
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the fractional time-independent form of the wave equation or diffusion equation or the
fractional Helmholtz equation are the master solutions to the solutions of the fractional
Laplace equation and the fractional Poisson equation.

Appendices

A. The Mittag-Leffler Solution of the Fractional Time-Independent
form of the Wave Equation or Diffusion Equation

If we apply the Laplace transform with respect to the space variable y and use (2.12), (5.1)
becomes

+DgE*(x,s) + s"E*(x,s) — f(x) —sg(x) + K*E*(x,s) = ®*(x, s). (A1)
Applying Fourier transform with respect to x,
GUPVE (p,5) + B (p,5) T () - P25 (p) + KE (p5) =B (ps).  (A2)
¢u(P)E"(p,s) +"E*(p,s) =" f(p) =" (p) p.s p.s)- :
Thus,

sP1 00 4 sh2 5(n) + P (p.s) .
R e ) L FERr 7o) IR )

(A.3)

E'(p,s) =

Taking Laplace inverse transform with respect to s,

E(py) = F(p)Epa|- (K = 92 (p) ) ¥/
+2()yEs2|- (K - 62(p) )y (A4)

+ O, y) v |- (k2 - ¢ () ).
Using inverse Fourier transform with respect to p, the solution is
1 (® = _
EGow) =5z | FOEn[-( = g0)y'] exp (ipx)ap
y (© . .
t o f 3P |- (k2= 4 (p) ) ¥*] exp (~ipx)dp (A5)
1 (Y oq(” = .
s f . & f D(p,y—§)Epp [- <k2 - g (P))éﬂ] exp (~ipx)dpdé.

It is seen that the above solution is a master solution of the solutions to the fractional Laplace
equation (3.6) and the fractional Poisson equation (4.6).
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B. The Fox’s H-Function Solution of the Fractional Time-Independent
form of the Wave Equation or Diffusion Equation.

The Fox’s H-function solution of the fractional time-independent form of the wave equation
or diffusion equation is

ngE(x,y)+nyE(x,y) + kZE(x, y) =D(x,y), (B.1)

k >0, x € R, y € R, with the initial conditions E(x,0) = f(x) = 6(x), 0/0yE(x, y)|y:0 =0,
limy . E(x,y) =01is

© y x
E(x,y) = I_ Gg’ﬁ (x-7,y)f(r)dr + Jo (v - §)'X_1 fo 82,;5 (x -7,y -¢)D(r,¢)drd¢, (B.2)

where the exact solution in terms of the H-function GZ ﬂ(x, y)is

p(x ]/) ~ 5 '[ Hl A ‘pa (P)) 0 1) 0,8) ] _ipde/ (B3)

1 . —i x
gop(x) =ﬂf_ Hi [ = 62 (0)vP103) 1.5 | €7 dp. (B.4)

C. Mellin-Barnes Representation and Region of Convergence of
the Mittag-Leffler Eg:[(¢9(p))y”]

For 0 < R(P) <2, Eg1[(¢8(p))y” is represented by the Mellin-Barnes integral as

1 ( T(s)I(

Eﬂl[(%(?)) =5 Ll"(l—ﬁ))< g 6(P)>

0,1)
H“[y L (P)|(0 1),0,8)]”

(C1)

where |arg(y#¢f(p))| < or; the contour of integration is at ¢ — ico and ending at ¢ + ico, 0 <
¢ < 1, separates all poles at s = -k, k = 0,1,... to the left and all the poles at s = n +
1, n=0,1,... to the right. From Mathai et al. [11], the integral converges for all z #0, where

z=yPyl(p), peR.
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. . 11 (1/2, a/2),(0, a/2)
D. Series Representation of H, [—z|(0,ﬂ) ]
By Mathai et al. [11], the series expansion of the function H2111 [—z|5(1)/ﬂz)’ /2)/0, a/ 2)] where z =

2710 /2)|x|"*yP is given as follows. We have

(D.1)

11| a2 a0 02| _ 1 T(Bs)I((1/2) = (a/2)s) -
Hy, Z|(o,p) ] - 2_yri_[L T'(a/2s) [==]7ds,

where z = 2%9/2)|x|*yf. Let us assume that the poles of the integrand are simple. The
region of convergence is L = L, is a loop beginning and ending at oo and encircling all
the poles of I'((1/2) — (a/2)s) once in the negative direction but none of the poles of I'(8s).
By calculating the residues at the poles of I'((1/2) — (a/2)s) where the poles are given by
(1/2) = (a/2)s =-v, v=0,1,2,..., we will get the series representation as

H2111 _Z|(1/2, a/2),(0, a/Z)] _ gi (-1 F((ﬁ/cx) [2v + 1]) (—z)_@v”)/“. (D.2)

(06) a4 WI(v+1/2)

The H-function exists for all z, z#0 where z = —2%™0(™/2)|x|™*yP.
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