We study the solitary waves and their interaction for a six-order generalized Boussinesq equation (SGBE) both numerically and analytically. A shooting method with appropriate initial conditions, based on the phase plane analysis around the equilibrium point, is used to construct the solitary-wave solutions for this nonintegrable equation. A symmetric three-level implicit finite difference scheme with a free parameter $\theta$ is proposed to study the propagation and interactions of solitary waves. Numerical simulations show the propagation of a single solitary wave of SGBE, and two solitary waves pass by each other without changing their shapes in the head-on collisions.

1. Introduction

There has been considerable interest in nonlinear lattice dynamics since the second half of the last century. Such lattice models, in spite of their relative simplicity, are associated with rather important problems in physics [13]. Usually, a quasicontinuum approximation for a nonlinear lattice gives rise to the Boussinesq-type equation (see (2.7) in the subsequent section). In fact, (2.7) is a “bad” Boussinesq equation (BaBE) as the sign in front of the fourth-order derivative yields unpleasant numerical features [2, 9]. According to Rosenau [12], this is simply due to a bad expansion in the discrete-continuum transition. Ostrovskii et al. introduced an improved Boussinesq equation (IBE) with a mixed forth-order space-time derivative while incorporating the effect of lateral inertia in the one-dimensional dynamical description of elastic rods [10]. We note that the works in [3, 7] have numerically studied the dynamical behavior of IBEs.

In the numerical study of the Fermi-Pasta-Ulam problem [5], Kruskal and Zabusky avoided the difficulty of BaBE problem by considering its unidirectional variant, that is, the KdV equation [14]. The intriguing findings regarding the KdV equation led to the development of soliton and nonlinear wave theory [4]. On the other hand, Maugin et al. proposed a sixth-order Boussinesq equation (SGBE) by considering a sixth-order term in the expansion of discrete-continuum transition and corrected the bad numerical features [2, 9]. In the present paper, we study the solitary-wave propagation and interactions of the SGBE. In Section 2, we will derive the Boussinesq equation and the
sixth-order Boussinesq equation (SGBE) arising in the one-dimensional nonlinear lattice. In Section 3, we seek traveling wave solutions of the SGBE numerically. In contrast to the Boussinesq equation, the SGBE admits the solitary-wave solutions in a very narrow range, whose reason is still unknown theoretically. In Section 4, we propose a conservative implicit finite difference method for the SGBE and analyze the method with respect to the accuracy and the linear stability. The conservative quantities of the SGBE are also checked for this method. In Section 5, by virtue of the solitary-wave solutions obtained in Section 3, we perform the numerical simulations of propagations and head-on collisions of solitary waves. The results indicate that these solitary solutions are stable from the fact that head-on collisions of two solitary waves are elastic. In Section 6, we give a brief summary and further aspects for our future study.

2. The continuum approximation of the one-dimensional nonlinear lattice

We consider a one-dimensional lattice of $N$ particles with equal mass $m$ with nearest-neighbor interactions. In the equilibrium position, the particles are uniformly spaced each at distance $a$ from its nearest neighbor. We denote the longitudinal displacement of $n$th particle from its equilibrium position by $x_n$, the relative displacement between $n$th and $(n+1)$th particles by $r_n = x_n - x_{n+1}$. The interaction potential between two adjacent particles is assumed to be $\Phi(r_n)$. The equations of motion of the $n$th particle is

$$m\ddot{x}_n = \Phi'(r_{n-1}) - \Phi'(r_n), \quad n = 1, \ldots, N. \quad (2.1)$$

In the general case, the interaction potential $\Phi$ may be chosen to have the form of a standard atomic potential model like the Morse or Lennard-Jones potential or the Toda potential, here we only consider the potential has the simple form

$$\Phi(r) = \frac{1}{2} \kappa r^2 + \frac{1}{3} \kappa a r^3. \quad (2.2)$$

Thus, (2.1) becomes

$$m\ddot{x}_n = \kappa(x_{n+1} - 2x_n + x_{n-1}) \left[ 1 + 2\alpha a x_n + \alpha^2 a^2 x_n^2 \right]. \quad (2.3)$$

In the continuum limit, we approximate $x_n(t)$ by a continuous function $w(x, t)$ and by substituting the Taylor series expansion

$$w_{n \pm 1} = w \pm aw_x + \frac{a^2}{2} w_{xx} + \frac{a^3}{3!} w_{xxx} + \frac{a^4}{4!} w_{xxxx} + \frac{a^5}{5!} w_{xxxxx} + \cdots \quad (2.4)$$

into (2.3). When we consider the Taylor series expansion including forth-order terms, and setting $c_0 = \kappa a^2/m$, we obtain

$$w_{tt} - c_0^2 w_{xx} \left( 1 + 2\alpha a w_x \right) = \left( \frac{c_0^2 a^2}{12} \right) w_{xxxx} = 0. \quad (2.5)$$
On the other hand, by truncating the Taylor series expansion up to the sixth order, we arrive at the following equation:

$$w_{tt} - c_0^2 w_{xx}(1 + 2aaw_x) - \left(\frac{c_0^2 a^2}{12}\right)w_{xxxx} - \left(\frac{c_0^2 a^4}{360}\right)w_{xxxxx} = 0. \quad (2.6)$$

Applying a transformation \(x \rightarrow (a/\sqrt{12})x, t \rightarrow (a/\sqrt{12}c_0)t, w \rightarrow (6/\alpha a)w\), and setting \(w_x = u\), we obtain

$$u_{tt} - u_{xx} - 6(u^2)_{xx} - u_{xxxx} = 0, \quad (2.7)$$
$$u_{tt} - u_{xx} - 6(u^2)_{xx} - u_{xxxx} - 0.4u_{xxxxx} = 0, \quad (2.8)$$

from (2.5) and (2.6), respectively. Equation (2.7) is the classical Boussinesq equation (BE) [1]. In fact, the initial-value problem of this equation is ill-posed. In order to correct the bad numerical feature of the Boussinesq equation, Maugin introduced (2.8) and referred to it as the sixth-order Boussinesq equation (SGBE). This can be understood this way. Assuming (2.7) and (2.8) have the small-amplitude solution

$$u \sim \exp(i\kappa x + i\omega t), \quad (2.9)$$

after substituting, one can get the linearized dispersion relations

$$\omega^2 = \kappa^2 - \kappa^4, \quad (2.10)$$
$$\omega^2 = \kappa^2 - \kappa^4 + 0.4\kappa^6, \quad (2.11)$$

respectively, from (2.7) and (2.8). It is obvious that \(\omega^2 > 0\) for any wave number \(\kappa\) in (2.11), whereas, in (2.10), \(\omega^2\) becomes negative if \(\kappa > 1.0\). This fact explains why (2.7) is ill-posed, but (2.8) is well-posed.

3. Traveling-wave solutions for the generalized Boussinesq equation

In this communication, we seek the numerical solitary-wave solutions of the SGBE and consider the corresponding fundamental properties of soliton solutions. As the similar procedure in [6], we introduce a new function \(v(x,t)\) and rewrite (2.8) into the following simultaneous equations:

$$\frac{\partial u}{\partial t} = -\frac{\partial v}{\partial x},$$
$$\frac{\partial v}{\partial t} = -\frac{\partial}{\partial x}(u + 6u^2 + u_{xx} + 0.4u_{xxxx}). \quad (3.1)$$
For a solitary-wave solution defined by the conditions that $u(x,t)$, $v(x,t)$, and their derivatives vanish at $t \to \infty$ and $|x| \to \infty$, we obtain the following conservation laws by integrating (3.3):

\[
\int_{-\infty}^{\infty} u(x,t) \, dx = \text{const.,} \quad (3.2)
\]

\[
\int_{-\infty}^{\infty} v(x,t) \, dx = \text{const.}
\]

Assuming $u(x,t) = u(x - ct)$, $v(x,t) = v(x - ct)$, we obtain the following relations:

\[
c u(x,t) = v(x,t),
\]

\[
c v(x,t) = u + 6u^2 + u_{xx} + 0.4u_{xxxx}. \quad (3.3)
\]

From above equations, we have

\[
c^2 = \frac{\int_{-\infty}^{\infty} u \, dx + 6 \int_{-\infty}^{\infty} u^2 \, dx}{\int_{-\infty}^{\infty} u \, dx}, \quad (3.4)
\]

which shows that the velocity is greater than unity provided that $u(x,t) > 0$, that is, the solitary wave existing in one-dimensional lattice is supersonic.

Next, we look for solitary-wave solutions of SGBE numerically. By introducing the coordinate $z = x - ct$ moving with a velocity $c$, one can reduce (2.8) to an ordinary differential equation of the sixth order by setting $u \equiv U(z)$. Integrating twice with respect to $z$ and considering the boundary conditions $U = U' = U'' = U''' = U'''' = 0$ at infinity, we obtain

\[
0.4U'''' + U'' + 6U^2 + (1 - c^2)U = 0, \quad (3.5)
\]

where the prime denotes a differentiation with respect to $z$.

A new type of solitary waves with oscillatory tails was firstly found by one of the authors [8]. Here, a similar shooting method is used to find solitary-wave solutions numerically. To this end, (3.5) is rewritten into a set of first-order equations:

\[
U' = V, \\
V' = W, \\
W' = S, \\
S' = -2.5[6U^2 + (1 - c^2)U + W]. \quad (3.6)
\]

A possible solution describes a curve in the four-dimensional phase space $(U, V, W, S)$. The origin $O(0,0,0,0)$ of this phase space is an equilibrium of (3.6) and the dynamical
property around $O$ is determined by the roots of the characteristic equation corresponding to the linearized version of (3.5) around $O$.

$$0.4\mu^4 + \mu^2 + (1 - c^2) = 0.$$ \hspace{1cm} (3.7)

We start iteration from $z \approx -\infty$ and assume the starting values as

$$U = \epsilon,$$

$$V = \mu_0 \epsilon,$$

$$W = \mu_0^2 \epsilon,$$

$$S = \mu_0^3 \epsilon,$$

where $\mu_0$ is the maximum positive root of (3.7) and the classical fourth-order Runge-Kutta method is used.

Figure 3.1 shows the numerical results, for solitary waves corresponding to $c \approx 1.01, 1.03,$ and $1.05,$ respectively. The monotone solitary-wave solutions only exist in a very narrow range, that is, they exist only when the velocity $c$ is very close to unity within 5%, but larger than unity, whose reason we still do not understand.

It is well known that the single soliton solution for the Boussinesq equation (2.7) can be expressed as

$$u(x,t) = \frac{c^2 - 1}{4} \text{sech}^2 \left[ \sqrt{c^2 - 1} (x \mp ct - x_0) \right].$$ \hspace{1cm} (3.9)

We give a comparison for the solitary-wave solutions for the Boussinesq equation and the SGBE with the same velocity $c = 1.03$ in Figure 3.2. We also plot a curve governed by a $\text{sech}^{2/3}$-type function

$$u(x,t) = \frac{c^2 - 1}{4} \text{sech}^{2/3} \left[ \sqrt{c^2 - 1} (x \mp ct - x_0) \right].$$ \hspace{1cm} (3.10)

It is obvious that for the same velocity, the solitary waves for the Boussinesq equation and the SGBE are the same amplitude, but the solitary wave for the Boussinesq equation is narrower. It is very interesting to note that solitary-wave solution for the SGBE is very similar to the $\text{sech}^{2/3}$ type function (with the same velocity, amplitude, and width) except for some subtle differences.

4. A conservative finite difference scheme for SGBE

We consider an implicit finite difference scheme for the SGBE (2.8). For convenience, an equidistant mesh in space and time will be used with $\Delta t$ and $\Delta x$, respectively, in the $(t,x)$ plane. Let $L$ be the spatial period and $T$ the computation time. Then the grid will
be the points \((t_n, x_l) = (n\Delta t, l\Delta x)\). The solution value \(u(x, t)\) will be approximated as \(u^n_I \approx u(l\Delta x, n\Delta t)\), where \(l = 0, \ldots, N = \lfloor L/\Delta x \rfloor\) and \(n = 1, \ldots, \lfloor T/\Delta t \rfloor\).
Conventionally, the following difference operators are used:

\[
\begin{align*}
\Delta_t u^n_j &= \frac{u_{j}^{n+1} - u_{j}^{n}}{\Delta t}, \\
\nabla_t u^n_j &= \frac{u_{j}^{n} - u_{j}^{n-1}}{\Delta t}, \\
\Delta_x u^n_j &= \frac{u_{i+1}^{n} - u_{i}^{n}}{\Delta x}, \\
\nabla_x u^n_j &= \frac{u_{j}^{n} - u_{j-1}^{n}}{\Delta x}, \\
\delta_{2t} u^n_j &= \frac{u_{j}^{n+1} - 2u_{j}^{n} + u_{j}^{n-1}}{(\Delta t)^2}, \\
\delta_{2x} u^n_j &= \frac{u_{i+1}^{n} - 2u_{i}^{n} + u_{i-1}^{n}}{(\Delta x)^2}, \\
\delta_{4x} u^n_j &= \frac{u_{i+2}^{n} - 4u_{i+1}^{n} + 6u_{i}^{n} - 4u_{i-1}^{n} + u_{i-2}^{n}}{(\Delta x)^4}, \\
\delta_{6x} u^n_j &= \frac{u_{i+3}^{n} - 6u_{i+2}^{n} + 15u_{i+1}^{n} - 20u_{i}^{n} + 15u_{i-1}^{n} - 6u_{i-2}^{n} + u_{i-3}^{n}}{(\Delta x)^6}.
\end{align*}
\]

For (2.8) subject to smooth initial conditions

\[
u(x,0) = u^0(x), \quad u(x,\Delta t) = u^1(x) \quad (0 \leq x \leq L)
\]

and periodic boundary conditions

\[
u_i^n = u_m^n \quad \text{if} \ l \equiv m \text{mod} . N,
\]

we propose the implicit finite difference scheme for (2.8):

\[
\delta_{2t} u_i^n - \delta_{2x}^2 [(1 - 2\theta)u_i^n + \theta(u_i^{n-1} + u_i^{n+1})] - \delta_{4x}^2 [(1 - 2\theta)u_i^n + \theta(u_i^{n-1} - (u_i^{n-1})^2)] + \delta_{6x}^2 [(1 - 2\theta)u_i^n + \theta(u_i^{n-1} + u_i^{n+1})] = 0.
\]

Here, \( \theta \) is a parameter with the value \( 0 \leq \theta \leq 1/2 \).

The nonlinear part in (4.4) can be linearized by virtue of Taylor’s expansion of \((u^2)^{n-1}\) and \((u^2)^{n+1}\) about the \(n\)th time level. After some manipulation of algebra, the scheme (4.4) can be rewritten in the following system of linear equations:

\[
u_{j+3}^{n+2} + b{u}_{j+2}^{n+1} + c{u}_{j+1}^{n+1} + d{u}_{j}^{n+1} + c{u}_{j-1}^{n+1} + b{u}_{j-2}^{n+1} + a{u}_{j-3}^{n+1} = e_j^n,
\]
Proof. Firstly, we freeze one variable in the nonlinear part, namely, $f_4$. Here we use the Taylor expansion, we obtain the following truncation error:

$$e_i^n = 0.4\varepsilon \left[ (1 - 2\theta)(u_{i+3}^n - 6u_{i+2}^n + 15u_{i+1}^n - 20u_i^n + 15u_{i-1}^n - 6u_{i-2}^n + u_{i-3}^n) + \theta(u_{i+3}^{n-1} - 6u_{i+2}^{n-1} + 15u_{i+1}^{n-1} - 20u_i^{n-1} + 15u_{i-1}^{n-1} - 6u_{i-2}^{n-1} + u_{i-3}^{n-1}) + r(1 - 2\theta)(u_{i+2}^n - 4u_{i+1}^n + 6u_i^n - 4u_{i-1}^n + u_{i-2}^n) + p((1 - 2\theta)(u_{i+1}^n - 2u_i^n + u_{i-1}^n) + \theta(u_{i+1}^{n-1} - 2u_i^{n-1} + u_{i-1}^{n-1})) + 6p((u_{i+1}^n)^2 - 2(u_i^n)^2 + (u_{i-1}^n)^2) \right].$$

The parameters $p$, $r$, and $s$ in above equation (4.7) are defined as

$$p = \frac{(\Delta t)^2}{(\Delta x)^2}, \quad r = \frac{(\Delta t)^2}{(\Delta x)^4}, \quad s = \frac{(\Delta t)^2}{(\Delta x)^6},$$

respectively.

Scheme (4.4) is a general three-level implicit scheme with a free parameter $\theta$. The parameter $\theta = 1/4$ gives a method discussed by Richtmyer and Morton [11] for linear hyperbolic equation.

Next, we consider the truncation error and the linearized stability of the scheme. If the exact solution of the differential equations is substituted into the difference scheme and the Taylor expansion is used, we obtain the following truncation error:

$$u_{tt} = u_{xx} + 6(u_{xx})_{xx} + u_{xxxx} + 0.4u_{xxxxx} + \frac{(\Delta t)^2}{12} u_{tttt} + \frac{(\Delta x)^2}{12} u_{xxxx} + \theta(\Delta t)^2 u_{xxxx} + \frac{(\Delta x)^2}{2} (u^2)_{xxx} + \frac{(\Delta x)^2}{12} u_{xxxx} + \theta(\Delta t)^2 u_{xxxx} + \frac{(\Delta x)^2}{30} u_{xxxxxxx} + \frac{2\theta(\Delta t)^2}{5} u_{xxxxxxx} + O((\Delta x)^4 + (\Delta t)^4 + (\Delta x)^2(\Delta t)^2).$$

Therefore, the local truncation error for the scheme (4.4) is $O((\Delta x)^2 + (\Delta t)^2)$.

The following theorem gives the result of the linearized stability analysis of the scheme (4.4).

**Theorem 4.1.** If $\theta \geq 1/4$, then the scheme (4.5) is unconditionally linear stable.

**Proof.** Firstly, we freeze one variable in the nonlinear part, namely, $(u^2)_{xx} = U_{xx}$ with $U = \max |u|$. Substituting $u_i^n = \xi^ne^{i\beta}$, $\beta \in [-\pi, \pi]$, into (4.5), after some algebraic manipulation, one obtains

$$[1 + \theta f(\beta)]\xi^2 + [f(\beta)(1 - 2\theta) - 2]\xi + [1 + \theta f(\beta)] = 0.$$

Here $f(\beta)$ is a real function of $\beta$ and it is defined as

$$f(\beta) = 2(1 - \cos\beta) \left\{ 0.4[2(1 - \cos\beta)]^2 - 2(1 - \cos\beta)r + (1 + 6U)p \right\}.$$
Define
\[ g(\xi) = [1 + \theta f(\beta)]\xi^2 + [f(\beta)(1 - 2\theta) - 2] \xi + [1 + \theta f(\beta)] \] (4.12)
and \( \xi^* = 1/\xi \), then we have
\[ g(\xi^*) = [1 + \theta f(\beta)]\xi^{-2} + [f(\beta)(1 - 2\theta) - 2] \xi^{-1} + [1 + \theta f(\beta)], \]
(4.13)
Therefore, with \( g^*(\xi) = \xi^2 g(\xi^*) \), we can show
\[ g^*(\xi) = [1 + \theta f(\beta)]\xi^2 + [f(\beta)(1 - 2\theta) - 2] \xi + [1 + \theta f(\beta)] = g(\xi). \] (4.14)
Then the Bezout resultant
\[ \dot{g}(\xi) = \frac{g^*(0)g(\xi) - g(0)g^*(\xi)}{\xi} \] (4.15)
turns out to be zero equivalently.

For \( g \) to be Von Neumann, it is sufficient to show that
(1) \( \dot{g} \equiv 0 \), and
(2) \( g' \) is Von Neumann.
Now \( \dot{g} \equiv 0 \), then for \( g \) Von Neumann, we are required to show that \( g'(\xi) \) is Von Neumann. From (4.12),
\[ g'(\xi) = 2[1 + \theta f(\beta)]\xi + [f(\beta)(1 - 2\theta) - 2]. \] (4.16)
Hence, we require the zero of \( g' \) to be
\[ |\xi| = \left| \frac{(1 - 2\theta)f(\beta) - 2}{2[1 + \theta f(\beta)]} \right| \leq 1, \quad \forall \beta. \] (4.17)
Noting \( f(\beta) \geq 0 \) for all \( \beta \), one can easily verify that if \( \theta \geq 1/4 \); the above inequality (4.17) is satisfied, thus the zeros of \( g(\xi) \) lie on the unit circle. In summary, Von Neumann analysis gives the conclusion that the scheme (4.5) is linear stable. □

**Theorem 4.2.** Assume \( u^n_i \) and \( v^n_i \) are \( N \)-periodic mesh functions, that is, \( u^n_i = u^n_{i+N} \), \( v^n_i = v^n_{i+N} \), then for \( \theta = 1/4 \), the difference scheme (4.4) admits the following three invariants:
\[ \sum_{l=1}^{N} u^n_l, \quad \sum_{l=1}^{N} v^n_l, \quad \sum_{l=1}^{N} u^n_l v^n_l. \] (4.18)

**Proof.** Firstly, under the assumptions \( \sigma(u) = u + 6u^2 \) and \( \sigma^n_i = \sigma(u^n_i) \), the scheme (4.4) is equivalent to the following implicit scheme in the case of \( \theta = 1/4 \):
\[ \Delta_t u^n_i = \frac{1}{2} \Delta_x (v^n_i + v^{n+1}_i), \]
\[ \nabla_t v^n_i = \frac{1}{2} \nabla_x [\sigma^n_i + \sigma_i^{n+1} + \delta^2 (u^n_i + u^{n+1}_i) + 0.4 \delta^4 (u^n_i + u^{n+1}_i)]. \] (4.19)
Multiplying both sides of (4.19) by $\Delta t$ and summing over $l$, one obtains the invariants $\sum_{l=1}^{N} u_l^n$ and $\sum_{l=1}^{N} v_l^n$ directly. Also,

$$
\sum_{l=1}^{N} u_l^{n+1} v_l^{n+1} - \sum_{l=1}^{N} u_l^n v_l^n = \sum_{l=1}^{N} \left( u_l^{n+1} v_l^{n+1} - u_l^n v_l^{n+1} + u_l^n v_l^{n+1} - u_l^n v_l^n \right)
$$

$$
= v_l^{n+1} \sum_{l=1}^{N} \left( u_l^n - u_l^n \right) - u_l^n \sum_{l=1}^{N} \left( v_l^{n+1} - v_l^n \right)
$$

(4.20)

From the first two invariants, we conclude that the third invariant $\sum_{l=1}^{N} u_l^n v_l^n = \text{const.} \quad \Box$

Although we have just shown that the two conserved quantities $\int u dx$ and $\int v dx$ and the total energy $\int uv dx$ over a period are conserved in the special case $\theta = 1/4$, the practical computation shows that the scheme (4.5) seems to be a conservative linear stable difference scheme for $\theta \geq 1/4$.

5. Propagation and interaction of the solitary waves

In this section, in order to check the propagation of the obtained solitary waves and study their interactions, we present the results of some numerical simulations in regard with SGBE. We choose the solitary waves obtained numerically to be initial conditions and take periodic boundary conditions. Because our scheme is an implicit three-level one, in order to have a start of the computation, not only the initial values at $t = 0$ are needed, but also the values at $t = \Delta t$. We solve this problem as follows.

Notice that for small amplitudes, it is possible to reduce SGBE to the KdV equation

$$
v_t + 6vv_x + v_{xxx} = 0 \quad (5.1)
$$

by expanding along characteristics of the wave equation in one direction. The solutions of the SGBE and the KdV equation (5.1) have the relations

$$
u(x,t) = \epsilon v\left( e^{1/2 (x-t)}, \frac{1}{2} e^{3/2 t} \right) + O(\epsilon^2) \quad \text{for the positive direction,}
$$

$$
u(x,t) = \epsilon v\left( e^{1/2 (x+t)}, \frac{1}{2} e^{3/2 t} \right) + O(\epsilon^2) \quad \text{for the negative direction.}
$$

(5.2)

Firstly, by relations (5.2), we transform $u(x,0)$ to the initial values $v(x,0)$ of the KdV equation (5.1), then a simple explicit difference scheme for the KdV equation (5.1)

$$
v_l^n = v_l^n - \frac{\Delta t}{\Delta x} \left( v_{l+1}^n + v_l^n + v_{l-1}^n \right) \left( v_l^{n+1} - v_l^{n-1} \right) - \frac{\Delta t}{2(\Delta x)^2} \left( v_{l+2}^n - 2v_{l+1}^n + 2v_{l-1}^n - v_{l-2}^n \right)
$$

(5.3)

gives the values at $t = \Delta t$, $v_l$, $l = 0, \ldots, N$. Again, by (5.2), we can give an estimation of values of $u_l$, $l = 0, \ldots, N$, at $t = \Delta t$, permitting an error of $O(\epsilon^2)$. 
5.1. Propagation of a single solitary wave. A single solitary-wave solution has been obtained in Section 3 with \( c = 1.03 \). In the numerical calculation that follows, the approximate problem is defined on a finite domain \( R = [0, 120] \) with periodic boundary conditions. The numerical solution of the solitary-wave solution for \( 0 < x < 120 \) and \( 0 < t < 100 \), obtained by using (4.5) with \( \Delta x = 0.1 \) and \( \Delta t = 0.1 \), is depicted in Figure 5.1. It can be seen from Figure 5.1 that the solitary wave propagates stably without changing its shape for a long time. The ripples are observed, but they don’t move with the time. We consider these ripples are due to the error introduced in the starting procedure.

5.2. Collisions of the solitary waves. It is well known that the solitary-wave solutions of the KdV equation move in one direction. Thus in the numerical experiments of solitons collisions, we can only set up a situation, in which one soliton catches up with the other one, and finally passes through it, whereas, for SGBE, it is possible to make numerical experiments of head-on collision of two solitary waves. First, we present the results of numerical simulations of head-on collision between two equal-amplitude solitary waves. Two solitary waves of equal amplitude \( 1.03 \) are placed along the \( x \)-axis, one on the left is set moving in the right direction, while the other one on the right moving in the left direction. Consequently, these two solitary waves will have a head-on collision later on. Figure 5.2 shows the numerical solution with \( \Delta x = 0.1 \) and \( \Delta t = 0.1 \).

We also investigate the head-on collision of two solitary waves with different amplitudes. Figure 5.3 represents the initial conditions with \( c = 1.03 \) and \( 1.01 \), respectively. Figure 5.4 displays the numerical solution for the collision process. From Figures 5.2 and 5.4, we can derive the conclusion that the solitary waves are soliton-like and the collisions are almost elastic.

6. Summary and conclusions

Numerical solution for the sixth-order Boussinesq equation (SGBE), which corrects the bad numerical features of the Boussinesq equation, has been studied in this paper. A symmetric three-level implicit finite difference scheme with a free parameter \( \theta \) is proposed. Linearized stability analysis demonstrates that the method for the SGBE is stable.
if $\theta \geq 1/4$. As to the order of accuracy, it has been shown that the method is of order $O((\Delta x)^2 + (\Delta t)^2)$. We also have proved that the conservative quantities $\int u\,dx$, $\int v\,dx$, and $\int uv\,dx$ are invariants in the special case of $\theta = 1/4$.

Solitary-wave solutions for SGBE have been solved numerically, and the results show that they only exist in a very narrow range, whose reason is still unknown. This is an interesting topic for further research. Numerical simulations for the propagation of a single solitary wave of SGBE show that it moves stably without changing its shape. The propagation velocity is consistent with the predicated one. Moreover, we present the numerical results for the head-one collisions of two solitary waves, which are impossible to happen
in the case of solving the KdV equation. Also, the solitary waves turn out to collide almost elastically.

**Acknowledgment**

B.-F. Feng and Y.-S. Chan would like to thank the US Army Research Office for its support under Contract no. 14453-002.

**References**


Solitary-wave propagation and interactions for an SGBE


Bao-Feng Feng: Department of Mathematics, The University of Texas – Pan American, Edinburg, TX 78541-2999, USA

*E-mail address: feng@panam.edu*

Takuji Kawahara: Department of Aeronautics and Astronautics, Kyoto University, Kyoto 606-8501, Japan

*E-mail address: kawahara.t@m7.dion.ne.jp*

Taketomo Mitsui: Graduate School of Human Informatics, Nagoya University, Nagoya 464-8601, Japan

*E-mail address: tom.mitsui@nagoya-u.ac.jp*

Youn-Sha Chan: Department of Computer and Mathematical Sciences, University of Houston-Downtown, One Main Street, Houston, TX 77002-1001, USA

*E-mail address: chany@uhd.edu*
Intermodal transport refers to the movement of goods in a single loading unit which uses successive various modes of transport (road, rail, water) without handling the goods during mode transfers. Intermodal transport has become an important policy issue, mainly because it is considered to be one of the means to lower the congestion caused by single-mode road transport and to be more environmentally friendly than the single-mode road transport. Both considerations have been followed by an increase in attention toward intermodal freight transportation research.

Various intermodal freight transport decision problems are in demand of mathematical models of supporting them. As the intermodal transport system is more complex than a single-mode system, this fact offers interesting and challenging opportunities to modelers in applied mathematics. This special issue aims to fill in some gaps in the research agenda of decision-making in intermodal transport.

The mathematical models may be of the optimization type or of the evaluation type to gain an insight in intermodal operations. The mathematical models aim to support decisions on the strategic, tactical, and operational levels. The decision-makers belong to the various players in the intermodal transport world, namely, drayage operators, terminal operators, network operators, or intermodal operators.

Topics of relevance to this type of decision-making both in time horizon as in terms of operators are:

- Intermodal terminal design
- Infrastructure network configuration
- Location of terminals
- Cooperation between drayage companies
- Allocation of shippers/receivers to a terminal
- Pricing strategies
- Capacity levels of equipment and labour
- Operational routines and lay-out structure
- Redistribution of load units, railcars, barges, and so forth
- Scheduling of trips or jobs
- Allocation of capacity to jobs
- Loading orders
- Selection of routing and service

Before submission authors should carefully read over the journal’s Author Guidelines, which are located at http://www.hindawi.com/journals/jamds/guidelines.html. Prospective authors should submit an electronic copy of their complete manuscript through the journal Manuscript Tracking System at http://mts.hindawi.com/, according to the following timetable:

<table>
<thead>
<tr>
<th>Manuscript Due</th>
<th>June 1, 2009</th>
</tr>
</thead>
<tbody>
<tr>
<td>First Round of Reviews</td>
<td>September 1, 2009</td>
</tr>
<tr>
<td>Publication Date</td>
<td>December 1, 2009</td>
</tr>
</tbody>
</table>

**Lead Guest Editor**

Gerrit K. Janssens, Transportation Research Institute (IMOB), Hasselt University, Agoralaan, Building D, 3590 Diepenbeek (Hasselt), Belgium; Gerrit.Janssens@uhasselt.be

**Guest Editor**

Cathy Macharis, Department of Mathematics, Operational Research, Statistics and Information for Systems (MOSI), Transport and Logistics Research Group, Management School, Vrije Universiteit Brussel, Pleinlaan 2, 1050 Brussel, Belgium; Cathy.Macharis@vub.ac.be