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Abstract. A characterization of normal distributions of two independent random vari-
ables X and Y with a finite E[X2] based on the linearity of E[X | X + Y] and the ho-
moscedasticity of var[X |X+Y] given by Rao (1976) is proved to be stable.
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1. Introduction and basic results. The problem of characterization of normal dis-
tributions in empirical Bayes view based on the linearity of the posterior mean and the
homoscedasticity of the posterior variance was studied by several authors [2, 4, 6].
Let U1, . . . ,Un be a random sample from the distribution F(u | θ) such that E[Uj |

θ] = θ exists, θ is a location parameter of F(u | θ), then the observed values of Uj

can be written as uj = θ+wj, j = 1, . . . ,n, where wj does not depend on θ, and is
the observed values of a random sample W1, . . . ,Wn from some distribution function.
Assume that θ is a given value of an unobserved random variable Θ, then Θ and the
random sample W1, . . . ,Wn are independent. Set Z = Σnj=1Uj/n and X = Σnj=1Wj/n,
then Z =Θ+X, where Θ and X are independent. It is clear that to study the normality
of the random variables Θ and W is equivalent to study the normality of the random
variables Θ and X. Then, without loss of generality, we can assume that n = 1 in the
random sample U1, . . . ,Un. Assumed the linearity of the posterior mean E[Θ | Z = z]
with respect to z, and the homoscedasticity of the posterior variance var[Θ | Z = z],
Rao (1976) gave the following result on the normality of Y1 and Θ.
Let X and Y be two independent random variables having the nondegenerate dis-

tributions F and G, respectively. Set Z =X+Y , then the following characterization of
normality of F and G were obtained.

Theorem 1.1. Suppose that E[X2] is finite. The following conditions:

E[X | Z]= ao+a1Z, var[X | Z]= bo, (1.1)

where 0 < a1 < 1, and ao,a1,bo are constants, hold if and only if both F and G are
normal distributions.

The following result characterizes normality of a distribution F based on a random
sample from F , and is obtained directly from Theorem 1.1.
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Corollary 1.2. Let X1, . . . ,Xn, n > 1, be a random sample from a nondegenerate
distribution F , and let Z = Σnj=1Xj . The condition

var[X1 | Z]= bo, (1.2)

holds if and only if F is a normal distribution.

Definition 1.3. A distribution F is ε-normal if there exist µ ∈ R and σ > 0 such
that supX |F(x)−Φ((X−µ)/σ)| ≤ ε, where Φ is the distribution function of a standard
normal distribution.

Let a distribution F be characterized by a property S. This characterization of F
based on S is stable if the property S is replaced by a weaker property Sε, where ε is
a “small parameter”, then the distribution Fε is close to F in term of ε [5]. Sapogov [7]
showed the stability of Cramer’s theorem, that is, with some supplementary con-
ditions, he showed that if F = F1 ∗ F2 is ε-normal, then F1 is CσF1

−3(ln(1/ε))−1/2-
normal, and F2 is Cσ−3

F2 (ln(1/ε))
−1/2-normal. Hoang [3], with supplementary condi-

tions, showed that ε-independence of X+Y and X−Y , where X and Y are indepen-
dent, implies β1(ε)-normality of F1 and F2, and he also showed that ε-independence
of X̄ = (1/n)Σnj=1Xj and S2 = Σnj=1(Xj−X̄)2, where X1, . . . ,Xn are i.i.d. F , implies β2(ε)-
normality of F . In his results, β1(ε) and β2(ε) both are of the order of (ln(1/ε))−1/2.
In this paper, we show the stability of the characterizations of normal distributions
given by Theorem 1.1 and Corollary 1.2. To show these stability results, we need the
following result on a measure of closeness of two distribution functions using their
characteristic functions given by Esseen [1]. (See also [5]).

Theorem 1.4. Let F andG be distribution functions andϕ andψ be their respective
characteristic functions. If G has the derivative G′, then

sup
X
|F(x)−G(x)| ≤ 1

Π

∫ T

−T

∣∣∣∣ϕ(t)−ψ(t)
t

∣∣∣∣dt+ 24
ΠT

sup
X
|G′(x)|. (1.3)

In the proofs of the theorems in Section 2 and Section 3 below, the inequality

|ez−1| ≤ |z|e|z|, (1.4)

for any complex number z, is used several times.

2. Stability of the characterization given by Theorem 1.1. In this section, we
show that the characterization of normal distributions given by Theorem 1.1 is sta-
ble, that is, we show that if the posterior mean is ε-linear and the posterior mean is
ε-homoscedastic, then F and G both are C[ln(1/ε)]−1/2-normal.

Theorem 2.1. Let X and Y be two independent random variables with nondegener-
ate distribution functions F and G, respectively. Assume that E[X2] is finite and set
Z =X+Y . If

E[X | Z]= ao+a1Z+b1(Z), (2.1)

var[X | Z]= bo+b2(Z), (2.2)
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where a1,bo are constants, 0 < a1 < 1. Assume that supZ |b1(Z)|, supZ |b2(Z)| < ε,
and ε < e−2(bo+2

√
σX2+σY 2+5)/(1−a1), where σX

2 and σY
2 are the variances of X and

Y , respectively, then both F and G are C(ln(1/ε))−1/2-normal, where C depends on
a1,bo,σX

2, and σY
2.

Before proving Theorem 2.1, the following question on the set of the distributions
F and G is raised: does the set of the distributions F and G that satisfy (2.1) and (2.2)
contain only normal distributions? In other words, is there any F and G such that Z
is not normal and (2.1) and (2.2) hold? The answer to this question is given by the
following example.

Example 2.2. Suppose thatX has anN(0,1) distribution and Y has an (1/2)N(0,1)
+(1/2)N(0,1−ε) distribution, 0< ε < 1, are two independent random variables. Then
Z =X+Y has an (1/2)N(0,2)+(1/2)N(0,2−ε) distribution. Hence, X | Z = z has an
αN(z/2,1/2)+(1−α)N(z/(2−ε),(1−ε)/(2−ε)) distribution, where

α= 1/
√
2e−x2/4

1/
√
2e−x2/4+1/√2−εe−x2/2(2−ε) . (2.3)

Therefore, E[X | Z = z]= z/2+b1(z), where

b1(z)= εz√
2(2−ε)[√2+√2−εeεz2/4(2−ε)] . (2.4)

Hence,

|b1(z)|< ε|z|e−εZ2/4 < ε, var[X | Z = z]= 1
2
+b2(z), (2.5)

where

b2(z)= −ε
[
4
√
2(2−ε)1/2e−z2/(2−ε)+(

2(2−ε)+z2)e−(4−ε)z2/4(2−ε)]
4
√
2(2−ε)2e−z2/2(2−ε)+4(2−ε)5/2e−z2/4 . (2.6)

Then var[X | Z = z] < 1/2 and

|b2(z)|< ε(12+z2)e−(4−ε)z2/4(2−ε)
4
√
2e−z2/2(2−ε)

= ε(12+z2)e−z2/4
4
√
2

< 3
√
2
ε
2
. (2.7)

Proof of Theorem 2.1. Assume that ε < 1. By (2.1) and a finite E[X2], E[Y 2] is
also finite and b2o > 0. Without loss of generality, assume that E[X] = E[Y] = 0, and
E[var[X | Z]] = bo. This implies ao = 0, E[b1(Z)] = E[b2(Z)] = 0 and (2.1) and (2.2)
can be written as

E[X | Z]= a1Z+b1(Z),
E[X2 | Z]= bo+a21Z2+2a1Zb1(Z)+b21(Z)+b2(Z).

(2.8)

Multiply both sides of (2.8) by eitZ and take the expected values. The following equa-
tions in ϕ and ψ, the characteristic functions of F and G, respectively, are obtained.(

1−a1
)
ϕ′(t)ψ(t)= a1ϕ(t)ψ′(t)+S1(t),

ϕ′′(t)ψ(t)=−boϕ(t)ψ(t)+a21ϕ′′(t)ψ(t)+2a21ϕ′(t)ψ′(t)+a21ϕ(t)ψ′′(t)+S2(t),
(2.9)
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where

S1(t)= E
[
ieitZb1(Z)

]
, S2(t)= E

[−eitZ(
2a1Zb1(Z)+b21(Z)+b2(Z)

)]
. (2.10)

Hence, for any t,

|S1(t)| =
∣∣E[

ieitZb1(Z)
]∣∣≤ E[|b1(Z)|]≤ ε. (2.11)

By Cauchy-Schwarz inequality

∣∣E[
eitZZb1(Z)

]∣∣≤ E[|Z||b1(Z)|]≤
(
E
[
Z2])1/2(E[

b21(Z)
])1/2 ≤ √

σX2+σY 2ε,

|S2(t)| =
∣∣E[−eitZ(

2a1Zb1(Z)+b21(Z)+b2(Z)
)]∣∣

≤ 2
∣∣a1∣∣∣∣E[

Zb1(Z)
]∣∣+E[

b21(Z)
]+∣∣E[

b2(Z)
]∣∣

≤ 2a1
√
σX2+σY 2ε+ε2+ε ≤ 2

(
a1

√
σX2+σY 2+1

)
ε.

(2.12)

Since ϕ(0) =ψ(0) = 1, ϕ′(0) =ψ′(0) = 0, and the continuity of characteristic func-
tions, let

δ(ε)= sup
{
δ : |ϕ(t)|,|ψ(t)| ≥ ε1/4,

|ϕ′(t)|
|ϕ(t)| ,

|ψ′(t)|
|ψ(t)| ≤ 1, |t| ≤ δ

}
. (2.13)

For |t| ≤ δ(ε), divide both sides of (2.9) by ϕ(t)ψ(t), the following equations are
obtained

(
1−a1

)ϕ′(t)
ϕ(t)

= a1
ψ′(t)
ψ(t)

+R1(t), (2.14)

(
1−a21

)ϕ′′(t)
ϕ(t)

=−bo+a21
ψ′′(t)
ψ(t)

+2a21
(
ϕ′(t)
ϕ(t)

)(
ψ′(t)
ψ(t)

)
+R2(t), (2.15)

where

R1(t)= S1(t)
ϕ(t)ψ(t)

, R2(t)= S2(t)
ϕ(t)ψ(t)

. (2.16)

From (2.11)

|R1(t)| = |S1(t)|
|ϕ(t)‖ψ(t)| ≤

ε
ε1/4ε1/4

= ε1/2, R1(0)= S1(0)= 0, (2.17)

and from (2.12)

|R2(t)| = |S2(t)|
|ϕ(t)‖ψ(t)| ≤

2a1
(√

σX2+σY 2+1
)
ε

ε1/4ε1/4
= 2a1

(√
σX2+σY 2+1

)
ε1/2. (2.18)

Set

h(t)= ϕ′(t)
ϕ(t)

, k(t)= ψ′(t)
ψ(t)

. (2.19)
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Then

ϕ′′(t)
ϕ(t)

= h′(t)+h2(t),
ψ′′(t)
ψ(t)

= k′(t)+k2(t). (2.20)

From (2.14),

k(t)= 1−a1
a1

h(t)− R1(t)
a1

(2.21)

and then,

k′(t)= 1−a1
a1

h′(t)− R′1(t)
a1

. (2.22)

Substitute in (2.15) the following equation is obtained

h′(t)=− bo
1−a1 −

a21
1−a1

[R′1(t)
a1

+ R2
1(t)
a11

+ 2
(
1−2a1

)
a21

R1(t)h(t)
]
+ R2(t)
1−a1 . (2.23)

From E[X]= 0,

h(t)= ϕ′(t)
ϕ(t)

=− bo
1−a1 t+

1
1−a1

×
∫ t

0

[
−a21

(R′1(u)
a1

+ R2
1(u)
a21

+ 2
(
1−2a1

)
a21

R1(u)h(u)
)
+R2(u)

]
du,

(2.24)

and from ϕ(0)= 1,

ϕ(t)= exp
{
− bo
2
(
1−a1

) t2+ 1
1−a1

×
∫ t

0

∫ v

0

[
−a21

(R′1(u)
a1

+R2
1(u)
a21

+ 2
(
1−2a1

)
a21

R1(u)h(u)
)
+R2(u)

]
dudv

}

= exp
{
− bo
2
(
1−a1

) t2+R(t)},
(2.25)

where

R(t)= 1
1−a1

∫ t

0

∫ v

0

[
−a21

(R′1(u)
a1

+ R1(u)2

a21
+ 2

(
1−2a1

)
a21

R1(u)h(u)
)
+R2(u)

]
dudv.

(2.26)
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For

|t| ≤ δ(ε), |Re{R(t)}|

≤
∣∣∣∣
{
− a1
1−a1

∫ t

0
R1(v)dv

+ 1
1−a1

∫ t

0

∫ v

0

[
R2(u)−R2

1(u)−2
(
1−2a1

)
R1(u)h(u)

]
dudv

}∣∣∣∣
≤

∣∣∣∣ a1
1−a1

∫ t

0
R1(v)dv

∣∣∣∣
+

∣∣∣∣ 1
1−a1

∫ t

0

∫ v

0

[|R2(u)|+R2
1(u)+2|1−2a1‖R1(u)‖h(u)|

]
dudv

∣∣∣∣
≤ a1
1−a1 ε

1/2|t|+ 1
1−a1

[
2
(
a1

√
σX2+σY 2+1

)
ε1/2+ε+2|1−2a1|ε1/2

] |t|2
2

≤ ε1/2

1−a1
[
a1|t|+ 1

2

(
2a1

√
σX2+σY 2+1+2|1−2a1|

)
|t|2

]

≤ ε1/2

1−a1
[
|t|+ 1

2

(
2
√
σX2+σY 2+3

)
|t|2

]
.

(2.27)

Hence,

|ϕ(t)| = exp
{
− bo
2
(
1−a1

) |t|2

+Re
{
− a1
1−a1

∫ t

0
R1(v)dv+ 1

1−a1
×

∫ t

0

∫ v

0

[
R2(u)−R2

1(u)−2
(
1−2a1

)
R1(u)h(u)

]
dudv

}}

≥ exp
{
− bo
2
(
1−a1

) |t|2− ε1/2

1−a1
[
|t|+ 1

2

(
2
√
σX2+σY 2+3

)
|t|2

]}
.

(2.28)

Since the function

exp
{
− bo
2
(
1−a1

) |t|2− ε1/2

1−a1
[
|t|+ 1

2

(
2
√
σX2+σY 2+3

)
|t|2

]}
(2.29)

is decreasing in |t|, and |ϕ(t)| > ε1/4 for |t| ≤ δ(ε), δ(ε) is not smaller than the
solution t0 > 0 of the equation

exp
{
− bo
2
(
1−a1

) |t|2− ε1/2

1−a1 |
[
|t|+ 1

2

(
2
√
σX2+σY 2+3

)
|t|2

]}
= ε1/4, (2.30)

or equivalently, the equation

[
bo+ε1/2

(
2
√
σX2+σY 2+3

)]
|t|2+2ε1/2|t| = 1−a1

2
ln

(
1
ε

)
. (2.31)

The function on the left-hand side of (2.31) is an even function, and for t > 0, it is
increasing. Then equation (2.31) has two opposite solutions. For t > 0, equation (2.31)
becomes

[
bo+ε1/2

(
2
√
σX2+σY 2+3

)]
t2+2ε1/2t = 1−a1

2
ln

(
1
ε

)
. (2.32)



STABILITY OF A CHARACTERIZATION OF NORMAL DISTRIBUTIONS . . . 669

For t > 1,

[
bo+ε1/2

(
2
√
σX2+σY 2+5

)]
t ≤

[
bo+ε1/2

(
2
√
σX2+σY 2+3

)]
t2+2ε1/2t

≤
[
bo+ε1/2

(
2
√
σX2+σY 2+5

)]
t2,

(2.33)

and for t ≤ 1,

[
bo+ε1/2

(
2
√
σX2+σY 2+5

)]
t2 ≤

[
bo+ε1/2

(
2
√
σX2+σY 2+3

)]
t2+2ε1/2t

≤
[
bo+ε1/2

(
2
√
σX2+σY 2+5

)]
t.

(2.34)

Hence,

to ≥min




(
1−a1

)
ln(1/ε)

2
[
bo+ε1/2

(
2
√
σX2+σY 2+5

)1/2] ,
(
1−a1

)
ln(1/ε)

2
[
bo+ε1/2

(
2
√
σX2+σY 2+5

)]

. (2.35)

If we choose ε < e−2(bo+2
√
σX2+σY 2+5)/(1−a1), then

(
1−a1

)
2
[
bo+2

√
σX2+σY 2+5

] > 1, δ(ε)≥ to ≥ δo(ε)=
( (

1−a1
)
ln(1/ε)

2
[
bo+2

√
σX2+σY 2+5

]
)1/2

.

(2.36)

Using [1, Theorem 1.2], where G is the cumulative distribution function of a normal
distribution with zero mean and the variance b0/(1−a1), and by choosing T = δo(ε),

sup
X

∣∣∣∣∣∣F(x)−Φ

 x√

bo/
(
1−a1

)



∣∣∣∣∣∣
≤ 1
Π

∫ δo(ε)

−δo(ε)

∣∣ϕ(t)−e−[bo/2(1−a1)]t2∣∣
|t| dt+ 24

Πδo(ε)
sup
X

∣∣∣∣∣∣Φ′

 x√

bo/
(
1−a1

)



∣∣∣∣∣∣
= 1
Π

∫ δo(ε)

−δo(ε)
e−[bo/2(1−a1)]t

2
∣∣1−eR(t)∣∣

|t| dt+ 12
√
2
(
1−a1

)
/bo

Π3/2δo(ε)

≤ 1
Π

∫ δo(ε)

−δo(ε)
e−[bo/2(1−a1)]t

2 |R(t)|e|R(t)|
|t| dt+ 12

√
2
(
1−a1

)
/bo

Π3/2δo(ε)

≤ 2
Π

∫ δo(ε)

0

ε1/2
[
t+ 1

2

(
2
√
σX2+σY 2+3

)
t2

]
(
1−a1

)
t

×e
([
−bo+ε1/2

(
2
√
σX2+σY 2+3

)]
t2+2ε1/2t

)/
2(1−a1) dt+ 12

√
2

b1/2o Π3/2δo(ε)
,

(2.37)
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by using (2.27),

≤ 1
Π

∫ δo(ε)

0

ε1/2
[
2+(

2
√
σX2+σY 2+3

)
t
]

1−a1
×e

[(
−bo+2ε1/2

√
σX2+σY 2+3

)
t2+2t

]/
2(1−a1) dt+ 12

√
2

b1/2o Π3/2δo(ε)

≤ 1
Π
e
[(
−bo+2ε1/2

√
σX2+σY 2+3

)
δo(ε)2+2δo(ε)

]/
2(1−a1)

×
∫ δo(ε)

0

ε1/2
[
2+(

2
√
σX2+σY 2+3

)
t
]

1−a1 dt+ 12
√
2

b1/2o Π3/2δo(ε)

= ε1/2
[
4δo(ε)+

(
2
√
σX2+σY 2+3

)
δo(ε)2

]
2Π

(
1−a1

)
×e

[(
−bo+2ε1/2

√
σX2+σY 2+3

)
δo(ε)2+2δo(ε)

]/
2(1−a1)+ 12

√
2

boΠ3/2δo(ε)

≤ ε1/2δo(ε)2
(
7+2√σX2+σY 2

)
2Π

(
1−a1

)
×e

[
−bo+2ε1/2δo(ε)2

(
7+2
√
σX2+σY 2

)]/
2(1−a1)+ 12

√
2

boΠ3/2δo(ε)

= ε1/2 ln(1/ε)
(
7+2√σX2+σY 2

)
4Π

(
bo+2

√
σX2+σY 2+5

) ebo/2(1−a1)

×e
[
ε1/2 ln(1/ε)

(
7+2
√
σX2+σY 2

)]/
4
(
bo+2

√
σX2+σY 2+5

)

+ 24
(
bo+2

√
σX2+σY 2+5

)
(
1−a1

)
boΠ3/2

[
ln

(
1
ε

)]−1/2

≤
{

7+2√σX2+σY 2

4Π
(
bo+2

√
σX2+σY 2+5

)e[bo/2(1−a1)]+[(7+2√σX2+σY 2
)/

4
(
bo+2

√
σX2+σY 2+5

)]

+ 24
(
bo+2

√
σX2+σY 2+5

)
(
1−a1

)
boΠ3/2

}[
ln

(
1
ε

)]−1/2
,

(2.38)

since for small ε, ε1/2 ln(1/ε) < 1, and ε1/2 ln(1/ε) < [ln(1/ε)]−1/2. Therefore F is
C[ln(1/ε)]−1/2-normal, where C is a constant depends only on a1,bo,σX

2 and σY
2.

From Z = X+Y , X = Z−Y , substitute in (2.1) and (2.2), the following conditions on
Y are obtained:

E[Y | Z]=−ao+
(
1−a1

)
Z−b1(Z), var(Y | Z)= bo+b2(Z). (2.39)

Similarly, G is also C[ln(1/ε)]−1/2-normal. This completes the proof.

3. Stability of the characterization given by Corollary 1.1. In this section, we
show that the characterization of normal distribution given in Corollary 1.2 is stable.

Theorem 3.1. Let X1, . . . ,Xn, n > 1, be a random sample from a nondegenerate
distribution function F with a finite second moment, and let Z = Σnj=1Xj . If

var(X1 | Z)= n−1
n

bo+c(n,Z), (3.1)
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where bo > 0 is a constant not depending on Z , supZ |(n/(n−1))c(n,Z)| ≤ εn, ε <
min{1,b2/no }, then F is C[ln(1/ε)]−1/2-normal.

Proof. Without loss of generality, assume that E[var(X1 | Z)] = ((n− 1)/n)bo.
Hence, E[c(n,Z)]= 0. To simplify the notation in the proof, assume that supZ |c(n,Z)|
≤ ε, and ε < 1. From (3.1),

E
[
X2
1 | Z

]= Z2

n2
+ n−1

n
bo+c(n,Z). (3.2)

Multiply both sides of (3.2) by eitZ and take the expected value, the following equation
in the characteristic function ϕ of F is obtained:

ϕ′′(t)ϕn−1(t)=ϕ
′2(t)ϕn−2(t)−boϕn(t)+Sn(t), (3.3)

where

Sn(t)=− n
n−1E

[
eitZc(n,Z)

]
. (3.4)

Then

sup
t
|Sn(t)| ≤ n

n−1E
[∣∣eitZ∣∣|c(n,Z)|]≤ n

n−1E[|c(n,Z)|]≤ ε. (3.5)

Let δ(ε) = sup{τ : |ϕ(t)| > ε1/2n, |t| < τ}. Then for |t| < δ(ε), equation (3.3) can be
written as

ϕ′′(t)ϕ(t)−ϕ′2(t)
ϕ2(t)

=−bo+ Sn(t)
ϕn(t)

. (3.6)

Take integration both sides of (3.6) with respect to t, and assuming that the mean of
F is µ,

ϕ′(t)
ϕ(t)

=−bot+iµ+
∫ t

0

Sn(u)
ϕn(u)

du. (3.7)

Take integration both sides of (3.7) with respect to t, together with the condition
ϕ(0)= 1, we get

ϕ(t)= e−(1/2)bot
2+iµt+

∫ t

0

∫ v

0

Sn(t)
ϕn(u)

dudv. (3.8)

Let

Rn(t)=
∫ t

0

∫ v

0

Sn(u)
ϕn(u)

dudv.

|Re(
Rn(t)

)| ≤
∣∣∣∣
∫ t

0

∫ v

0

|Sn(u)|
|ϕn(u)| dudv

∣∣∣∣≤
∣∣∣∣
∫ t

0

∫ v

0

ε(
ε1/2n

)n dudv
∣∣∣∣≤ ε1/2

t2

2
.

(3.9)

Hence,

|ϕ(t)| = e−(1/2)bot
2+Re(∫ t0 ∫v

0 (|Sn(u)|/|ϕn(u)|)dudv)

≥ e−(1/2)bot
2−(1/2)ε1/2t2 = e−(1/2)(bo+ε

1/2)t2 .
(3.10)
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Since e−(1/2)(bo+ε1/2)t2 is a decreasing function in |t|, and |ϕ(t)| > ε1/2n for |t| <
δ(ε), δ(ε) is not smaller than the maximum of the absolute values of the solutions of
the equation

e−(1/2)(bo+ε
1/2)t2 = ε1/2n, (3.11)

or equivalently, the equation

(
bo+ε1/2

)
t2 = 1

n
ln

(
1
ε

)
. (3.12)

Equation (3.12) has two opposite solutions. Let

to =
(

ln(1/ε)
n(bo+ε1/2)

)1/2
(3.13)

be its positive solution. Then

δ(ε)≥ to =
(

ln(1/ε)
n(bo+ε1/2)

)1/2
≥ δo(ε)=

(
ln(1/ε)
n(bo+1)

)1/2
,

∣∣ϕ(t)−e−(1/2)bot2+iµt∣∣= e−(1/2)bot
2×∣∣eRn(t)−1∣∣

≤ e−(1/2)bot
2×∣∣Rn(t)

∣∣e|Rn(t)|,
≤ 1
2
e(1/2)(−bo+ε

1/2)t2ε1/2t2 ≤ 1
2
ε1/2t2,

(3.14)

if we assume that ε < b2o . Using [1, Theorem 1.2] once again, for any 0< T < δ(ε),

sup
X

∣∣∣∣F(x)−Φ
(
x−µ√
bo

)∣∣∣∣≤ 1
Π

∫ T

−T

∣∣∣∣ϕ(t)−e−(1/2)bot2+iµt
t

∣∣∣∣dt+ 24
ΠT

sup
X

∣∣∣∣Φ′
(
x−µ√
bo

)∣∣∣∣
≤ 1
Π

∫ T

−T
1
2
ε1/2|t|dt+ 12

√
2

T
√
boΠ3/2

= ε1/2T 2

Π
+ 12

√
2

Π3/2T
√
bo

.

(3.15)

If we choose T = δ0(ε), (3.15) becomes

sup
X

∣∣∣∣F(x)−Φ
(
x−µ√
bo

)∣∣∣∣≤ ε1/2 ln(1/ε)
Πn(bo+1) +

12
√
2n(bo+1)
Π3/2

√
bo

[
ln

(
1
ε

)]−1/2

≤
[
(3/e)3/2

√
n

Π(bo+1) + 12
√
2n(bo+1)
Π3/2

√
bo

][
ln

(
1
ε

)]−1/2
,

(3.16)

since for ε > 0, ε1/2 ln(1/ε) ≤ (3/e)3/2[ln(1/ε)]−1/2. In order for the last term of the
inequality (3.16) does not depend on n, instead of choosing supZ |c(n,Z)| < ε, we
choose supZ |c(n,Z)|< εn, then (3.16) becomes

sup
X

∣∣∣∣F(x)−Φ
(
x−µ√
bo

)∣∣∣∣≤
[
(3/e)3/2

Π(bo+1) +
12

√
2(bo+1)
Π3/2

√
bo

][
ln

(
1
ε

)]−1/2
, (3.17)

assuming that ε < min{1,b2/no }. Therefore, F is C[ln(1/ε)]−1/2-normal, where C de-
pends only on bo.
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