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The color filters that are used to attenuate noise are usually optimized to perform
extremely well when dealing with certain noise distributions. Unfortunately it is often
the case that the noise corrupting the image is not known. It is thus beneficial to
know a priori the type of noise corrupting the image in order to select the optimal
filter. A method of extracting and characterizing the noise within a digital color image
using the generalized Gaussian probability density function (pdf) (B.D. Jeffs and
W.H. Pun, IEEE Transactions on Image Processing, 4(10), 1451-1456, 1995 and
Proceedings of the Int. Conference on Image Processing, 465—468, 1996), is presented.
In this paper simulation results are included to demonstrate the effectiveness of the
proposed methodology.
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1 INTRODUCTION

There are many color image filters that are used for noise reduction.
The filters utilize the interchannel signal and noise correlation to
improve performance but they are often optimized for a specific type
of noise. However in practice the noise statistics within an image vary
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from application to application and they even vary in the same
application from one image to the next [3,4]. Knowing the type of
noise corrupting the image a priori would allow an appropriate filter
to be chosen. This paper focuses on determining the underlying noise
distribution corrupting an image utilizing the generalized Gaussian
pdf [1,2]. Through knowledge of the noise distribution an optimal
filter can then be chosen.

2 THE GENERALIZED GAUSSIAN PDF

The generalized Gaussian pdf is defined as [1]:

fx(x,v,,u,ﬂ)Zmexp{—cxgul)v} ¥>0, xeR (1)

The parameters 3, and u control the standard deviation and mean
respectively while the value of 7, determines the decay rate of the
density function and is thus an indication of the shape. The function
I'(-) is the well known gamma function [5]. The flexibility of general-
ized Gaussian pdf is illustrated by the fact that it can model a variety
of pdfs.

From Table I it is evident that the generalized Gaussian pdf can
model a wide range of noise distributions. It follows that given the
noise within an image, the generalized Gaussian pdf can be used to
determine an estimate of the noise distribution and the value of v can
be used to determine the type of distribution. Knowledge of the noise
pdf provides the system the ability to select a filter that is known to be
optimal in suppressing that type of noise in an image.

TABLE I Distributions of generalized Gaussian function

v B Iz Sx)

2 0 Normal distribution

1 1 0 Laplacian distribution
©,1) Heavy tailed distributions
(1,2) Mixture of normal and

laplacian distribution
00 Uniform distribution
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3 THE NEW FILTER

The system shown in Fig. 1 illustrates how the image was filtered using
the generalized Gaussian pdf.

As can be seen, the system is essentially a decision directed digital
image filter. The last block has two inputs: v and the corrupted image.
The adaptive filter block takes v, decides which filter is optimal against
that type of noise and then applies that selected filter to the entire
corrupted image. Table II illustrates what filter could be chosen
according to the value of .

In the simulations the system that was used to extract the noise from
the image is shown in Fig. 2.

Let s; be a 3 dimensional vector representing the original image,
where i,j represent the spatial co-ordinates of the pixel. Let W
represent a randomly placed window with dimensions N x N. Those
pixels that are within the boundaries specified by W are represented by
x;. Let y;; represent the output of a digital filter to the input x;;. The
noise extracted from the image is represented by m; and is the
difference between x;; and y;;.

The key component of this system is the filter. The filter’s output, y;
is an approximation to the original, uncorrupted image. The noise is
represented by the difference between the approximate original image

Corrupted Estimation of th
) . Noise | Estimation of the
Image | Extraction of noise noise pdf utilizing 7

from ':‘;:T“Dtﬁd > the generalized
9 Gaussian pdf

Adaptive
Filter

Filtered
Image

FIGURE 1 System used to filter a corrupted image using the generalized Gaussian pdf.

TABLE II Filters chosen according to ~y

v Noise pdf Selected filter

[2, 00) Gaussian—Uniform AMF

(1,2) Mixed Gaussian and impulsive FVF [4] using euclidean distance
as the distance metric

0,1] Long tailed VMF using euclidean distance

as the distance metric
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FIGURE 2 System utilizing a filter to extract the noise from the image.
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FIGURE 3 System used to determine ~.

yi7 and the corrupted image x;; assuming additive noise. At this stage of
the process, the value of - is not known thus a filter must be chosen
beforehand that performs fairly well against all types of noise. One
such filter is the Arithmetic Mean Filter (AMF) [4]. This was used
almost exclusively in the simulations but the Vector Media Filter
(VMF) [4] was also used for comparison.

With the noise extracted it is now possible to obtain an estimate of
the noise pdf. The system used is shown in Fig. 3.

The equations describing the variables introduced in Fig. 3 are:

Z | — 2)

(t,j)eW
1
m=— n;. (3)
o*n ny = Z (n,j (4)
(t,j ew

o’n};
*= Bl ©
r(»y) — = M (6)

I2(2/7)
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The E[-], o, and p represent the expectation opererator, standard
deviation and correlation coefficient [5]. It was assumed that the use of
only one of the primary colors would provide an accurate enough
estimate of the noise process corrupting the image. The system is
flexible in the sense that any one of the three primary colors can be
used to find . A lookup table was used to find r~'(p) [6] due to its
complicated nature.

4 SIMULATION RESULTS

To assess the effectiveness of the systems they were tested on three
types of noise distributions. These noise distributions are shown in
Table II1.

The proposed filter was tested by changing:

(1) Size of window

(i1) The noise corrupting the image (see Table III)
(iii) The image (“lenna” and “peppers” was used)
(iv) The filter used in the extraction of the noise
(v) The location of the window within the image
(vi) The color used to calculate « (see Fig. 3)

The results are tabulated in Tables IV-IX. The values of v were
calculated by using the following procedure.

(1) Windows were randomly placed on the corrupted image being
analyzed
(i1) At each of these window locations «y was calculated
(iii) The sample mean and standard deviation of these values was
calculated

TABLE III Noise distributions used to test the systems

Noise Description of noise distribution Optimal filter ¥

Noise I Gaussian noise with o= 30 AMF 2
(standard deviation) and p=0.5

Noise 11 4% Impulsive noise with p = 0.5 VMF 1

Noise 111 Mixed Gaussian (o =30 and p=0.5) FVF (1,2)

and 4% impulsive noise
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TABLE IV Lenna image corrupted with Noise I Yineoretical € [2, 00) for AMF

Color 32 x 32 pixel window size 64 x 64 pixel window size 128 x 128 pixel window size

y=(mxstdly) % y=(y)Estdly) %  y=(y)Lstd(y) %
Conf. Conf. Conf.

Red 2.203+£0.3073 76 2.150 £0.1315 89 2.126 £0.0474 100
Green 2.058+0.2123 60 2.029+£0.0859 55 2.049 £0.0360 94
Blue 1.996 £0.1231 53 1.993 £0.617 41 1.995+0.0270 39

TABLE V Lenna image corrupted with Noise IT yeoretical € (0, 1] for VMF

Color 32 x 32 pixel window size 64 x 64 pixel window size 128 x 128 pixel window size

y={MEstd(y) % y={M=xstdly) %  y=(y)Estd(y) %

Conf. Conf. Conf.
Red 0.417+£0.0556 100  0.420+0.0418 100 0.416 +0.0231 100
Green  0.468 +0.045 100 0.474 +0.0305 100 0.474+£0.022 100

Blue 0.500 £ 0.407 100 0.497+0.0355 100 0.506 £ 0.0304 100

TABLE VI Lenna image corrupted with Noise III ypeoretical € (1,2) for FVF

Color 32 x 32 pixel window size 64 x 64 pixel window size 128 x 128 pixel window size

y=(nEstd(y) % y=(MEstdly) % y=(7)Estd() %
Conf. Conf. Conf.

Red 1.060 £ 0.1495 67 1.065+0.1043 71 1.049 £0.0504 83
Green 1.15740.1186 91 1.145 £ 0.0880 93 1.322+£0.0422 100
Blue 1.224+£0.0793 100 1.2274+£0.0462 100 1.221 £0.0262 100

TABLE VII Peppers image corrupted with Noise I Yieoretical € [2, 00) for AMF

Color 32 x 32 pixel window size 64 x 64 pixel window size 128 x 128 pixel window size

y=MEstd) % y=(MEsd) % y=()Esd) %
Conf. Conf. Conf.

Red 2.080£0.1697 64 2.0614+0.868 83 2.058 +0.0527 77
Green 2.03740.2612 69 2.012+0.2029 76 2.043+£0.1354 74
Blue  2.088+£0.2874 64 2.009 +0.1568 44 2.027£0.0536 83

The percentage confidence is defined as the percentage of the
estimated - values that selected the optimal filter to suppress the noise.
For example, the percentage of -y values in the range [2, o) is the %
confidence for images corrupted with Gaussian noise.
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TABLE VIII Peppers image corrupted with Noise 11 vheoretical € (0, 1] for VMF

Color 32 x 32 pixel window size 64 x 64 pixel window size 128 x 128 pixel window size

y=MmEstdly) % y=(mEsdly) % y=(y)Estd() %
Conf. Conf. Conf.

Red 0.491+£0.0556 100  0.489+0.0357 100 0.486 +0.0287 100
Green 0.45540.0643 100 0.450%0.0375 100 0.452 +£0.0236 100
Blue  0.4574+0.0664 100 0.460 £ 0.543 100 0.46240.0287 100

TABLE IX Peppers image corrupted with Noise 11T Yipeoretical € (1,2) for FVF

Color 32 x 32 pixel window size 64 x 64 pixel window size 128 x 128 pixel window size

y=MEsdly) % y=MEsdly) % y={y)*stdy) %
Conf. Conf. Conf.

Red 0.438 £0.0674 0 0.429 4:0.0417 0 0.424 £0.0334 0
Green 0.45940.0659 0 0.450£0.0393 0 0.45240.0269 0
Blue  0.463+0.0645 0 0.461 40.0521 0 0.461+0.0314 0

From the experiments the following conclusions can be drawn:

e From Tables IV through IX it can be seen that by changing the size
of the window changed the results slightly. From these numbers it
can be seen that the mean value of «y decreases slightly with an
increasing window. This small change may be attributed to the
increased edge activity as the window size increased. The standard
deviation decreased with an increasing window size and in general
the percentage confidence increased with larger window sizes.

e From the simulations it was found that the AMF was superior to
the VMF as the filter in Fig. 2 since the AMF selected the appro-
priate filter many more times the VMF.

e The filter worked extremely well with the images corrupted by
Noise I and Noise II since it chose the optimal filter the majority of
the time.

e For the lenna image corrupted with Noise III the Fuzzy Vector
Filter (FVF) was selected the majority of the time (see Table VI) but
the same is not true of the peppers image corrupted with the same
type of noise (see Table IX). This indicates that the system was
sensitive to the specific image being analyzed for the mixture of
Gaussian and impulsive noise.
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FIGURE 4 Variation of v within image.

e Figure 4 illustrates the variation of v within an image. This plot is
indicative of all the experiments. From this plot it is evident that the
value of v is not invariant to the position of the window but the
fluctuations in v decreases as window size increases. Thus a larger
window size can be used to minimize the fluctuations.

e The noise in the image was known to have the same distribution
among the three color channels. This implies that the v should
reflect this and thus produce equivalent results in each of the color
spaces. The results in Tables IV-IX illustrate that this was the case.

e Figure 5 contains the results of filtering the lenna image corruped
with Noise II with the VMF and AMF. The filter correctly
selected the VMF filter v 100% of the time (see the Tables V and
VIII). For comparison purposes the AMF has also been shown.
This is used to represent the output a fictitious system that has no
knowledge of the noise distribution. The NMSE was used to com-
pare the two results due to its general acceptance and tractability.
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Lenna corrupted with NOISE II

FIGURE 5 Results of filtering with VMF and AMF.

The NMSE is given by:

SN SV (i) — ¥ @)l

NMSE =
2 ..
S M Gl

(7)

where N;, and N, are the image dimensions, (i,j) are the pixel
coordinates and y(i, j) and y'(i, j) are the original corrupted image
and the filtered image respectively. From the results the NMSE
criterion suggests that the VMF is better and thus it can be
concluded that the system selected the optimal filter.

5 CONCLUSIONS

A system that estimate the noise pdf and utilizes this to select the
optimal filter has been presented in this paper. The performance of the
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system was assessed using various multichannel noise distributions.
The system illustrated that the majority of the time it selected the
optimal filter for Gaussian and impulsive noise. The system was
slightly sensitive to the position of the window but simulations
illustrated that a larger window size could circumvent this problem.
Alternative methods of determining the shape parameter are currently
under consideration.
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