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Abstract

We introduce a binary operation on strings (blocks) of elements from the set
{0,1,...,m — 1} where m is an arbitrary integer greater than 1. This operation is
an extension of one introduced by Konrad Jacobs and Michael Keane in the 1960’s for
blocks of 0’s and 1’s. We show that the extended operation is associative, introduce the
concept of similar, cyclic, and circular blocks and provide a unique factorization theorem
under this operation up to the similarity of the factors. We also give the conditions for
commutativity of indecomposable blocks.

1. Introduction

In the late 1960’s, Konrad Jacobs and Michael Keane introduced an associative binary
operation on strings (blocks) of 0’s and 1’s [Ja, Ke|. This operation, defined in Section
2 below, produces a new block of 0’s and 1’s with length equal to the product of the
lengths of the original blocks. Jacobs and Keane used this operation to define block
product sequences for use in their work on ergodic theory. These sequences also happen
to be equivalent to binary Q-additive functions [Ho, Chapter 3.

We extend the Jacobs—Keane operation to blocks of elements from the set
{0,1,...,m — 1} where m is an arbitrary integer greater than 1. We then show that
the associativity of the operation is preserved (Theorem 1 in Section 3). In Section 4,
we introduce the definition of indecomposable, similar, and cyclic blocks and then give a
unique factorization theorem into non-cyclic indecomposable blocks up to the similarity
of the blocks. In Section 5, we state the definition of a circular block and give the
conditions for commutativity of indecomposable blocks as Theorem 3.

For readers who are familiar with the subject of combinatorics on words, we note
that the subject of block products bears some similarity to it. The basic associative
operation used in the former subject is not the block product operation described here,
but that of simple concatenation of strings (words). For a thorough introduction to the
subject of combinatorics on words, see [Lo].
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2. Block Products

Define a 2-block to be a non-empty string of 0’s and 1’s. We write A’ to denote the
block that has the same length as A, but with the 0’s and 1’s swapped. For example, if
A = 00101, then A" = 11010. The operator x, introduced by Konrad Jacobs and Michael
Keane in the 1960’s [Ja, Ke] is defined as follows.

Let A be a 2-block. Then we define
AxO0=Aand Ax1=A".

If B = byb; - -- by is also a 2-block, then we define
AxB=(Axby) - (Axby)- -+ - (Axb),
where the - symbol denotes the concatenation of the blocks.

The following examples illustrate the operation x.

00101 x 001 = (00101 x 0) - (00101 x 0) - (00101 x 1)
— 00101 - 00101 - 11010
— 001010010111010

001 x 00101 = (001 x 0) - (001 x 0) - (001 x 1) - (001 x 0) - (001 x 1)
=001 - 001 - 110 - 001 - 110
= 001001110001110.

Now, let m be an integer greater than 1. An m-block is a non-empty string of elements
from the set {0,1,...,m — 1}. We define the (extended) operator x as follows.
Let A = apa; - - - a; be an m-block and b be an integer,0 < b < m. Then
AXb:ao@b al@b CLjEBb,

where @ denotes addition modulo m. If B = bgb; - - - by, is also a 2-block, then the block
product A x B is defined as before, that is,

AXB=(Axby) - (Axb)- - -(Axby).

The following example illustrates this operation for m = 6.

2450 x 23 = (2450 x 2) - (2450 x 3)
— 4012 - 5123
= 40125123
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Notation. Throughout this paper, m is assumed to be an integer greater than 1.
All blocks are m-blocks. The operator x is the block product operator associated
with m and addition modulo m is denoted by the operator ¢. The operator - denotes
concatenation. If A is a particular m-block, its length is written as |A| and for 0 <
i < |A|, Ali] is the (i + 1) element of A. For example, if A = 2468, then A[0] = 2,
A[1] =4, and so on.

It follows immediately from the definition of the block product A x B that
|Ax B| = [A]|B] (1)
and that, for 0 < n < |A||B|,
(Ax B)[n] = Alro] © Blr], (2)
where 19 and 71 are the unique integers (guaranteed by the division algorithm) for which

n=ro+rAl, 0<ro<|A], 0<r <|B|.

3. Associativity

We show in Theorem 1 below that x is associative. We first state the following ex-
tension of the division algorithm, which can be easily proved from the division algorithm
by mathematical induction.

Lemma 1 Let ag,aq, ... ,a; be integers greater than 1. For each integer n in the range
0 <n <agpay---ayg, there exist unique integers ro,r1,... , 1, such that
n =71y + riag + reaear + -+ + rrapay - ag—y, 0<r;<a; (1=0,1,... k).

Theorem 1 The operator X is associative.
Proof. Let A, B, and C be blocks. We need to show that (A x B) x C = A x (B x C).
We first note that by (1),

[(Ax B)x C|=|A||B]|C] =|Ax (B xC)|.

Let n be an integer with 0 < n < |A||B||C|. By Lemma 1, there are unique nonnegative
integers 7, s, and ¢, such that

n=r+s|A+t|A]|B], 0<r<|A], 0<s<|B], 0<t<]|C|.
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By repeated applications of (2), we have
(AxB)xC)[n]=A[rj@eBlsjeC[t] = (Ax (B x(C))[n],
which completes the proof. m

We note that the associativity of x gives the set of m-blocks a monoid structure with
(right and left-hand) identity element given by the singleton block 0. There is not a
group structure, however, because no inverse exists for any block of length greater than
1.

4. Unique Factorization

Because of the associativity of x, we may write any finite block product Agx Ay x---x Ay,
without ambiguity. If, for a given block B, there exist blocks Ay, Ai,..., A so that
B = Ay x A} X --+ x A, we call this a factorization of B. We say that a block B is
called indecomposable if B = A x C implies |A| =1 or |C| = 1. Theorem 2 below gives
the conditions for unique factorization of blocks into indecomposable blocks of a certain
type. We will need the following definitions and lemmas for the proof of this theorem.

Definitions.

(a) The block B is called cyclic of difference d if B[k + 1] — B[k] = d (modm) for
0<k<|B|-1

(b) The blocks A and B are called similar if |A| = |B| and A[k] — B [k] is constant
modulo m for 0 < k < |A|. We note that this is clearly an equivalence relation
and write A = B to mean that A and B are similar.

(b’) An equivalent definition for A = B is that A = B x ¢ for some integer ¢, 0 < ¢ < m.

The following lemma gives us left and right cancellation for the x operator.

Lemma 2 Let A, B,C, and D be blocks such that Ax C = B x D. Then A= B if and

only if C'= D.

Proof. By the definition of similar blocks, |A x C| = |B x D|. Thus, by (1), we have
|AlIC] = |Bl|D]|. (3)

Also, by the definition of similar blocks, there is some positive integer s such that

(Ax C)[k] — (B x D)[k] = s (modm), 0<k<|A||C]. (4)
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Suppose first that A = B. Then |A| = |B|, (and hence by (3), we have |C| = |D|),

and there exists a positive integer ¢ such that
Alk] — Blk] =t (modm), 0<k<|A|. (5)

Let n be an integer such that 0 < n < |A||C|. By the division algorithm, there exist
unique positive integers ¢ and r such that 0 < r < [A],0 < ¢ < |C| and n = ¢q|A| + 7.
So, by (2) and (5), we have

(AxC)[n]=A@r]@&Clg=BlrlotaClq. (6)
On the other hand, since |A| = |B| and |C| = |D|, it also follows from (2) that
(BxD)n]=B[r]®D]|q]. (7)
By (6) and (7) we obtain
(AxC)[n] = (BxD)[n]=t+C[q — Dlg] (modm). (8)

By (4) and (8) it follows that C'[q] — D[q] = s — ¢t (modm). Since ¢ varies from 0 to
|C| — 1 as n varies from 0 to |A| |C| — 1, we have C' = D.

Now suppose that C' = D. As before, by the definition of similarity, we have |A| = | B]
and |C| = |D|, and we have a positive integer u such that

Clk]— D[kl =u (modm), 0<k<]|C| (9)
If we let n,r, and g be as above, then (7) is still true, and we have, by (2) and (9),
(AxC)[n]=AlrleClq =Alr]e@us Dlqg. (10)

By (4), (7), (9), and (10), it follows that A[r] — B[r] = s —u (modm). Since r varies
from 0 to |A| — 1 as n varies from 0 to |A| |C]| — 1, we have A= B. m

The next lemma provides unique factorization into 2 indecomposable blocks with the
uniqueness up to blocks that are either similar or cyclic of the same difference. The
following notation will be used throughout the proof. The block of the first k£ elements
in a block A will be denoted by A[0: k —1].

Lemma 3 Let A and B be indecomposable blocks of length greater than 1. Suppose that
Ax C =B x D for some blocks C and D. Then either A= B and C = D or A and B
are both cyclic of the same difference.

Proof. We first note that since A x C' = B x D, statements (3) and (4) from the proof
of Lemma 2 still hold and for all integers k, with 0 < k < |A]|C|, we have

(AxCO)[0:k—1=(BxD)[0:k—1]. (11)
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We may assume without loss of generality that |A| < |B|. We will distinguish three
cases: |A| = |B|, |A|] < |B| where |A| divides |B|, and |A| < |B| where |A| does not
divide |B|. We will show the second case to be impossible.

Suppose first that |A| = |B|. We observe that (A x C)[0: |A| -1 =AxC[0] = A
and (Bx D)[0:|A]—=1]=(Bx D)[0:|B|—1] = Bx D[0] = B. Thus, it follows from
(11) that A = B, and hence, from Lemma 2, that C' = D.

Now, suppose that |A| < |B| and |A| divides |B|, i.e., |B] = n|A| for some integer
n > 2. Then, by the definition of the block product,

(AxC)[0:|B|—1]=(AxC[0])- (AxC[1])- -+ -(AxCln—1))
—AxC[0:n—1]. (12)

On the other hand,
(BxD)[0:|B|—1]=BxDI[0] = B. (13)

It follows from (11), (12), and (13), that B = A x C'[0:n —1]. This contradicts the
indecomposability of B. Therefore, it is not possible to have |A| < |B| such that |A|
divides | B|.

It remains to consider the situation where |A| < |B| and |A| does not divide |B|. We
will show that in this case, A and B are both cyclic of the same difference. Let ¢ and r
be the unique nonnegative integers guaranteed by the division algorithm such that

1Bl =q|A|+r, 0<r<|Al
Then
(AxC)[0:[B|=1]=(AxC[0]) - (AxC[1])-
(AxClg—1])- (A[0:r = 1] x C[q]). (14)
On the other hand, (13) still holds. Thus, by (11), (13), and (14), we have
B=(AxC) - (AxC[])- - -(AxClg—1))-(A[0:r -1 xCg).  (15)

Now, the block of the second | B| elements of B x D is the block B x D [1], and is therefore
also similar to B. It follows from (4) that the block of the second |B| elements of A x C
is also similar to B. On the other hand, if we let S be the block at the end of the block
A, such that A= A[0:r —1]- S, then the block of the second |B| elements of A x C' is

either given by
(SxCla)- (AxClg+1)-(Ax Clg+2)- - (Ax Cl2q—1])- (A[0: 2r — 1] x C [2q)),
if 2r <|A|, or

(S % Cla)-(Ax Clg+ 1)-(Ax Clg+2)- (A x C2q])-(A[0: 2r — |A| - 1] x C[24 + 1])
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if 2r > |A|. In either case, we have
BXS-a-ay - -ap-T, (16)

where n = ¢ — 1 or ¢, each of the «; is similar to A, and "= A[0:2r — 1] or T =
A[0:2r —|A| —1]. Thus from (15) and (16), we have

(AxCl0)-(AxCL])- - ~(AxClg—1)- (A" x Clg) =S -y -az- - ot

By comparing the two sides of (17), and noting that each «; and each A x C'(h) is similar
to A, we see that A begins with a block that is similar to S and that each successive
block of length |S| in A is similar to S as well. It follows that for any integers j and k,
with 1 < j <|A| —1 and j + k|S| #Z 0 (mod |A]|), we have

Al(j +k|S])mod |A]] — A[(j — 1+ k|S])mod |A]] = A[j] — A[j — 1] (modm). (18)
We now show that this equivalence implies that A is cyclic.

Let ¢ = ged (JA|,|B|). Suppose, for the sake of contradiction, that ¢ > 1. If
we allow j to range from 1 through ¢ — 1 and k to range from 0 through % -1
in (18), we see that the blocks of length g that lie inside A beginning at positions
{ 0 mod |A|, |S|mod |A], 2|S|mod |4], ..., <%| — 1) |S|mod |A] } are similar to
A[0:g—1]. However, by the definition of S, we have |B| = (¢+ 1) |A| — |S|. Thus,
these positions are exactly {0,¢,2g,...,|A| —g},andso A=~ -y -+ -4, where
each of the ~; is similar to A[0: g —1]. That is, A is the product of A[0: g - 1] with

Al

some other block of length —. This contradicts the indecomposability of A. Thus,
)
g=1.

By the definition of S and g, we have ged(|S], |A|) = 1 also. Therefore, for each j,
2 < j < |A], there is some integer k such that (j + k|S|)mod |A| = 5 — 1, and so, by
(18), we have

Alj—1]—-A[j-2|=A[j]—A[j — 1] (modm), 2<j<|A|.

Thus, A is cyclic. It remains only to show that B is cyclic and of the same difference as
A. Let h be an integer with 2 < h < |B|. Consider the two-element blocks in B given
by B[h— 1] B[h] and B[h — 2| Bh —1]. By (15) and (16), each of these two-element
blocks is similar to a block that lies entirely in A. Since A is cyclic, the differences
between the two elements in these blocks must be the same. Since h was arbitrary, we
have

Blh—1-Blh—21=B[h—B[h—1=A[1] — A[0] (modm), 2<h<|B|.

Thus, B is cyclic of the same difference as A. =
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Theorem 2 (Unique Factorization) Let k > 1, and let Ay, As, ..., Ay be indecompos-
able, non-cyclic blocks of length greater than 1. If Ay x Ay x---XAp = Bi X Byx---x By,
with Bj indecomposable, non-cyclic and of length greater than 1 for all j, then | =k and
B;= A forallj, 1 <j<I.

Proof. We note that in Lemma 3, we required only A and B to be indecomposable,
not C' and D. Thus, this theorem follows immediately from Lemma 3 by mathematical
induction. =

5. Commutativity

We can see from the following example that x is not commutative in general. Let m = 6.

Then, we have
2450 x 23 = 40125123

and
23 x 2450 = 45011223,

which are clearly not the same. Before we state the conditions for commutativity of
indecomposable blocks, we introduce the following definition.

Definition. A block is called circular if it begins and ends with the same element.

Theorem 3 (Commutativity of Indecomposables) If the blocks A and B are indecom-
posable, then A x B = B x A if and only if at least one of the following conditions
holds:

(1) A and B are cyclic of the same difference and circular.
(1) A or B has length 1.
(17i) A= B.

Proof. For convenience of notation, let o = |A] and § = |B|. We first show that each
of conditions (i) — (i7i) implies A x B = B x A. Suppose first that (i) holds, that is, we
have

Ala—1=A0], B[g—1]=B[0], (19)

and there is some integer ¢ such that for all integers j and k, with 1 < j < a — 1,

Alj]—A[j—1]=BJk] - Bk —1] =c (modm). (20)
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By repeated applications of (20), we have, for all integers j and k, with 1 < j < a —1,

Alj] = A[0] @ jc, and B k] = B|0] & kec. (21)
Setting j =a —1and k=3 —1in (21), it follows from (19) that
(a—1)c=(—-1)c=0 (modm). (22)

We need to show that (A x B) [h] = (B x A) [h] for all integers h with 0 < h < |A x B| =
af.

Let h be an integer such that 0 < h < af3. By the division algorithm, there exist
unique integers ¢, r, s, and t, such that
h=qa+r=s8+t, 0<rs<a 0<gqt<p. (23)
Now, by (2), (21), (22) and (23) we have
(A x B)[h] = Alr] & Blq]
= A[0] & rc @ B[0] & qc
—Als|oB]®s(B-1)cdq(l—a)c
= Als|® Blt]
= (B x A)[n],
as claimed.

We now suppose that (ii) holds. Without loss of generality, we may assume that
a = 1. That is, A is the singleton block a, where a is a nonnegative integer smaller than
m. By the definition of X,

AxB=axB=(a®B0]) - (a®B()): --- -(a®B(f—-1))
=(Bl0]j®a)- --- -(B]®a)- -+ -(B(F-1)Da)
=Bxa=DBxA.

Finally, we suppose that (i7i) holds. By the (second) definition of similarity, there exists
an integer d, 0 < d < m such that A = B x d. By the previous argument, the singleton
block d commutes with B. Thus, we have

AxB=BxdxB=BxBxd=DBx A.

We have shown that each of conditions (i) — (i27) imply that A and B commute. Now
suppose that A x B = B x A. We will show that at least one of conditions (i) — (4i7)
holds. Suppose that condition (i) does not hold so that A and B both have length
greater than 1. Since A x B = B x A and A and B are indecomposable, Lemma 3
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implies that either A = B, which is condition (iii), or A and B are both cyclic of the
same difference. It remains only to show that in the case that A and B are both cyclic
of the same difference but not similar, they are circular and thus condition (7) holds.

Let ¢ be an integer, and assume Ax B = Bx A, A2 B, and A and B are both cyclic
of difference t. Now «a # (3, because two blocks that are cyclic of the same difference
and have the same length are also similar. Without loss of generality, we may assume
that a < #. By the definition of x, we have

(AxB)ja—1]=A[a—1]®B[0)] and (Ax B)[a]=A0]® B[1].
Likewise, we have
(Bx A ja—1=Bla—1®A[0] and (Bx A)|a]=Bla]® A0].
Since A x B = B x A, we have
Ala=1]® B[0]=Bla—1]@® A|0] (24)
and
Af0]® B[1] = Bla] & A0]. (25)
However, since B is cyclic of difference t,
B[l]-B[0]=t=Blo]— Bla—1] (modm). (26)
By (24), (25), and (26), we have
A0 — Afe—1] =0 (modm).

Since every element in A is from the set {0,1,... ,m — 1}, we have A[0] = Ao — 1],
and hence A is circular. We now show that B is also circular. We first note that
a does not divide (3, since if « divides § and they are both cyclic of the same differ-
ence, B is the product of A with some other block of length 3/c, which contradicts the
indecomposability of B. Let ¢ and r be the unique nonnegative integers such that

B=qga+r, 0<r<oa.
Since a does not divide 3, r > 1. By (2), we have
(AxB)[3-1=Alr—1|©Blg ad (AxB)[3]=A[r]®Blg.
Likewise, by the definition of x, we have
(BxA)[B-1=B[F-1]®A[0] and (BxA)[f=B[0]dA[l].
Since A x B =B x A, it follows that

Alr—1]® B¢l =B[f—1] & A[0] (27)
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and
Alrl® Blgl=B0]® A[1]. (28)
However, since A is cyclic of difference ¢,
Al —Al0]=t=A[r] — Alr —1] (modm). (29)
Therefore, from (27), (28), and (29), we have
B[0]—B[3—1]=0 (modm).

Thus, B is circular and condition (i) holds. m
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