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ABSTRACT. The purpose of the present paper is to investigate some argument properties for
certain analytic functions in the open unit disk associated with the convolution structure. Some
interesting applications are also considered as special cases of main results presented here.
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1. I NTRODUCTION

LetA denote the class of functions of the form

(1.1) f(z) = z +
∞∑

n=2

anz
n (n ∈ N := {1, 2, 3, . . . }),

which are analytic in the open unit diskU := {z : |z| < 1}.
If f ∈ A is given by (1.1) andg ∈ A is given by

g(z) = z +
∞∑

n=2

bnz
n,
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then the Hadamard product (or convolution)f ∗ g of f andg is defined by

(1.2) (f ∗ g)(z) := z +
∞∑

n=2

anbnz
n =: (g ∗ f)(z).

We observe that several known operators are deducible from the convolution. That is, for var-
ious choices ofg in (1.2), we obtain some interesting operators studied by many authors. For
example, for functionsf ∈ A and the function defined by

g(z) = z +
∞∑

n=2

(α1)n−1 · · · (αq)n−1

(β1)n−1 · · · (βs)n−1(n− 1)!
zn(1.3)

(αi ∈ C, βj ∈ C\Z−
0 ; Z−

0 = {0,−1,−2, . . . }; i = 1, . . . , q; j = 1, . . . , s;

q ≤ s + 1; q, s ∈ N0 = N ∪ {0}; z ∈ U),

the convolution (1.2) with the functiong defined by (1.3) gives the operator studied by Dziok
and Srivastava ([5], see also [4, 6]):

(1.4) (g ∗ f)(z) := H(α1, . . . , αq; β1, . . . , βs)f(z).

We note that the linear operatorH(α1, . . . , αq; β1, . . . , βs) includes various other linear oper-
ators which were introduced and studied various researchers in the literature.

Next, if we define the functiong by

(1.5) g(z) = z +
∞∑

n=2

(
n + λ

1 + λ

)k

zn (λ ≥ 0; k ∈ Z),

then for functionsf ∈ A, the convolution (1.2) with the functiong defined by (1.5) reduces to
the multiplier transformation studied by Cho and Srivastava [2]:

(1.6) (g ∗ f)(z) := Ik
λf(z).

For arbitrary fixed real numbersA andB (−1 ≤ B < A ≤ 1), we denote byP (A, B) the
class of functions of the form

q(z) = 1 + c1z + · · · ,

which are analytic in the unit diskU and satisfies the condition

(1.7) q(z) ≺ 1 + Az

1 + Bz
(z ∈ U),

where the symbol≺ stands for usual subordination. We note that the classP (A, B) was intro-
duced and studied by Janowski [9].

We also observe from (1.7) (see, also [11]) that a functionq(z) ∈ P (A, B) if and only if

(1.8)

∣∣∣∣q(z)− 1− AB

1−B2

∣∣∣∣ <
A−B

1−B2
(B 6= −1; z ∈ U)

and

(1.9) Re {q(z)} >
1− A

2
(B = −1; z ∈ U).

In the present paper, we obtain some argument properties for certain analytic functions in
A associated with the convolution structure by using the techniques involving the principle
of differential subordination. Relevant connections of the results, which are presented in this
paper, with various known operators are also considered.
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2. M AIN RESULTS

Theorem 2.1.Letf, g ∈A andβ ≥ 0, 0 < η ≤ 1. Suppose also that

(2.1)
z(g ∗ h)′(z)

(g ∗ h)(z)
≺ 1 + Az

1 + Bz
(h ∈ A; −1 ≤ B < A ≤ 1; z ∈ U).

If ∣∣∣∣arg

{
β

(g ∗ f)′(z)

(g ∗ h)′(z)
+ (1− β)

(g ∗ f)(z)

(g ∗ h)(z)

}∣∣∣∣ <
π

2
η (z ∈ U),

then ∣∣∣∣arg

{
(g ∗ f)(z)

(g ∗ h)(z)

}∣∣∣∣ <
π

2
α (z ∈ U),

whereα (0 < α ≤ 1) is the solution of the equation given by

(2.2) η =

α + 2
π

tan−1 βα sin π
2
(1−t(A,B))

1+A
1+B

+βα cos π
2
(1−t(A,B))

for B 6= −1,

α for B = −1,

and

(2.3) t(A, B) =
2

π
sin−1

(
A−B

1− AB

)
.

Proof. Let

p(z) =
(g ∗ f)(z)

(g ∗ h)(z)
and q(z) =

z(g ∗ h)′(z)

(g ∗ h)(z)
.

Then by a simple calculation, we have

β
(g ∗ f)′(z)

(g ∗ h)′(z)
+ (1− β)

(g ∗ f)(z)

(g ∗ h)(z)
= p(z) +

βzp′(z)

q(z)
.

While, from the assumption (2.1) with (1.8) and (1.9), we obtain

q(z) = ρe
πθ
2

i,

where 
1−A
1−B

< ρ < 1+A
1+B

−t(A, B) < θ < t(A, B) for B 6= −1,

whent(A, B) is given by (2.3) and
1−A

2
< ρ < ∞

−1 < θ < 1 for B = −1.

The remaining part of the proof of the Theorem 2.1 follows by known results due to Miller and
Mocanu [9] and Nunokawa [10] and applying a method similar to that of Cho et al. [3, Proof of
Theorem 2.3], so we omit the details. �

In particular, if we putg(z) = z/(1− z) in Theorem 2.1, we have the following result.

Corollary 2.2. Letf ∈ A andβ > 0, 0 < η ≤ 1. If∣∣∣∣arg

{
βf ′(z) + (1− β)

f(z)

z

}∣∣∣∣ <
π

2
η,
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then ∣∣∣∣arg

{
f(z)

z

}∣∣∣∣ <
π

2
α,

whereα (0 < α < 1) is the solution of the equation given by

(2.4) η = α +
2

π
tan−1(αβ).

Theorem 2.3.Letf, g, h ∈ A andµ > 0, 0 < η < 1. If

(2.5)

∣∣∣∣arg

[(
(g ∗ h)(z)

(g ∗ f)(z)

)µ {
1 +

z(g ∗ f)′(z)

(g ∗ f)(z)
− z(g ∗ h)′(z)

(g ∗ h)(z)

}]∣∣∣∣ <
π

2
η (z ∈ U)

then ∣∣∣∣arg

{
(g ∗ f)(z)

(g ∗ h)(z)

}µ∣∣∣∣ <
π

2
α (z ∈ U),

whereα (0 < α < 1) is the solution of the equation given by

(2.6) η = −α +
2

π
tan−1 α

µ
.

Proof. Let

(2.7) p(z) =

{
(g ∗ f)(z)

(g ∗ h)(z)

}µ

(µ > 0; z ∈ U).

By differentiating both sides of (2.7) logarithmically and simplifying, we get{
(g ∗ h)(z)

(g ∗ f)(z)

}µ {
1 +

z(g ∗ f)′(z)

(g ∗ f)(z)
− z(g ∗ h)′(z)

(g ∗ h)(z)

}
=

1

p(z)

(
1 +

zp′(z)

µp(z)

)
.

Now by using a lemma due to Nunokawa [10] and a method similar to the proof of Theorem
2.1, we get Theorem 2.3. �

Setting(g ∗ h)(z) = z andg(z) = z/(1− z) in Theorem 2.3, we obtain Corollary 2.4 below
which is comparable to the result studied by Lashin [8].

Corollary 2.4. Letf, g ∈ A and0 < µ, η < 1. If∣∣∣∣∣arg

[{
z

(g ∗ f)(z)

}µ+1

(g ∗ f)′(z)

]∣∣∣∣∣ <
π

2
η (z ∈ U),

then ∣∣∣∣arg

{
(g ∗ f)(z)

z

}µ∣∣∣∣ <
π

2
α (z ∈ U),

whereα (0 < α < 1) is the solution of the equation given by (2.6).

Theorem 2.5.Letf, g ∈ A andβ > 0, 0 < η ≤ 1. If

(2.8)

∣∣∣∣arg

[(
z(g ∗ f)′(z)

ϕ[(g ∗ f)(z)]

) {
1 + β

z(g ∗ f)′′(z)

(g ∗ f)′(z)
− β

zϕ′[(g ∗ f)(z)]

ϕ[(g ∗ f)(z)]

}]∣∣∣∣ <
π

2
η,

whereϕ[w] is analytic in(g ∗ f)(U), ϕ[0] = ϕ′[0] − 1 = 0 andϕ[w] 6= 0 in (g ∗ f)(U)\{0},
then ∣∣∣∣arg

{
z(g ∗ f)′(z)

ϕ(g ∗ f)(z)

}∣∣∣∣ <
π

2
α,

whereα (0 < α < 1) is the solution of the equation given by (2.4).
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Proof. Our proof of Theorem 2.5 is much akin to that of Theorem 2.3. Indeed in place (2.7) we
definep(z) by

(2.9) p(z) =

{
(g ∗ f)(z)

(g ∗ h)(z)

}µ

(µ > 0; z ∈ U).

We choose to skip the detailed involved. �

By settingϕ[(g ∗ f)(z)] = (g ∗ f)(z) andg(z) = z/(1− z), we have the following result.

Corollary 2.6. Letf ∈ A andβ > 0, 0 < η ≤ 1. If∣∣∣∣arg

[(
zf ′(z)

f(z)

) {
1 + β

zf ′′(z)

f ′(z)
− β

zf ′(z)

f(z)

}]∣∣∣∣ <
π

2
η (z ∈ U)

then ∣∣∣∣arg

{
zf ′(z)

f(z)

}∣∣∣∣ <
π

2
α (z ∈ U),

whereα (0 < α < 1) is the solution of the equation given by (2.4).

3. SOME REMARKS AND OBSERVATIONS

Using the Hadamard product (or convolution) defined by (1.2) and applying the differential
subordination techniques, we obtained some argument properties of normalized analytic func-
tions in the open unit diskU. If we replaceg in Theorems 2.1, 2.3 and 2.5 by the function
H(α1, . . . , αq; β1, . . . , βs) defined by (1.4) or the multiplier transformationIk

λ defined by (1.5),
then we have the corresponding results to the Theorems 2.1, 2.3 and 2.5. Moreover, we note
that, if we suitably chooseϕ introduced in Theorem 2.5 (which is called theϕ-like function
[1]), then we can obtain various interesting applications.
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