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Abstract

We study the behavior of Conway’s RATS (reverse-add-then-sort) sequences in base
3. An independent proof is given of Gentges’ result that all RATS sequences in base 3
are ultimately periodic. We also prove Erdés-Kac and Hardy-Ramanujan type results
for the periods of such sequences.

1 Introduction

John H. Conway has invented many mathematical games, including the well known Game
of Life. In 1990, Conway [1] created a new game inspired by Kaprekar [6] that he dubbed
Reverse-Add-Then-Sort (RATS). The rules are simple: begin with any positive integer n
written in base 10, add to it the number obtained by reversing the order of the digits of n,
then sort the result in order of increasing digits from left to right (discarding any zeros), and
repeat. The game stops if the sequence generated by iterating this process ever repeats a
term, and therefore becomes periodic.

Example 1. We play the RATS game beginning with n = 9 (sequence A066711 in [7]).

9 18 99 189 117 288
+9 + 81 + 99 + 981 + 711 + 882
18 99 198 1170 828 1170

In this particular case, the game ends after six iterations and yields the sequence
9 18— 99 — 189 +— 117 +— 288 +— 117+ - - - | (1)

with the terms 288 and 117 forming a cycle with period 2.
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Base 10 is a natural starting point for the RATS game, as it coincides well with the
arithmetic most individuals are used to; however, there is nothing particularly special about
base 10 that prevents the RATS game from being played in other bases. In this paper, we
concentrate on the RATS game in base 3.

In order to study the RATS game, we are motivated to formalize the rules mathematically.
Using the definitions below, we will translate the RATS game into the language of discrete
dynamical systems.

Definition 2. For any positive integer n written in base 3, let m be the digit formed by
reversing the digits of n, and let n’ be the digit formed by ordering the nonzero digits of n
in increasing order from left to right. Define the function R: N — N by R(n) = (n +7n)".

The function R represents a single iteration of the RATS process in base 3. We are inter-
ested in the behavior of the sequence obtained by repeatedly applying R to whatever output
it generates. To denote iterates of R, we adopt superscript notation. For any nonnegative
integer ¢, let Rf(n) = R(R'""'(n)) if t > 1 and R°(n) = n.

Definition 3. We call {R'(n)}°, the RATS sequence generated by n in base 3. Since our

discussion revolves around base 3 RATS sequences, we will typically drop the phrase “in

base 3”7 unless needed for clarification.
Example 4.
R*(10012) = R((10012 + 21001)")
R((101020)")
R(112)

— (112 + 211’
= (1100)’
=1

—_

Definition 5. If RP(n) = n for some p > 0, we say that n and the RATS sequence generated
by n are periodic. If p is the least integer with this property, we say that the period is p. If
R'(n) is periodic for some ¢ > 0, we say that n and the RATS sequence generated by n are
ultimately periodic. (Periodic sequences are sometimes referred to as “cycles” and ultimately
periodic sequences are “tributaries” to a cycle [5, p. 404].)

From the definitions above, we see that all periodic sequences are ultimately periodic,
but not vice versa. Also note that in the definition of periodic elements n, we only require
that RP(n) = n for some p. This is because if RP(n) = n, then R**P(n) = R'(R?(n)) = R'(n)
for all ¢ > 0; that is, the sequence {R'(n)}:2, is periodic, in the usual sense, with period p.

2 Periodic behavior
Gentges [4] showed that all RATS sequences in base 3 are ultimately periodic. We will give

an independent proof of this result that yields additional information, including a complete
characterization of all periodic elements.



Theorem 6 (Gentges, [4]). Fvery RATS sequence in base 3 is ultimately periodic. Fur-
thermore, if P is the set of all p for which there are periodic elements with period p, then

P={p:p>3}

Before proving Theorem 6, we introduce some helpful notation and prove some necessary,
auxiliary lemmas.

Definition 7. We define a one-to-one correspondence between sorted integers in base 3 and
— 2 Y .« .. 1 1
X =72, \{(0,0)} by L---12---2 <> (u,v). With this correspondence, we use R(u,v) to
u 1l's v 2s
mean R(l---12---2) and we extend any terminology from Section 1 to (u,v).
S~

u 1l’s v 2’s

Since our aim is to show that every RATS sequence in base 3 is ultimately periodic, we
can assume, without loss of generality, that the starting integer for the sequence is already
sorted. The following lemma characterizes the output of R for any given, sorted, input.

Lemma 8. Given any element (u,v) representing a sorted integer, we have that:
(i
(ii

) ifv=0, R(u,v) = (0,u);

)
(ili) if 0 < u <w, R(u,v

)

) = (2v,0);
)

)

ifu>uv>0, Rlu,v
( (2u,v — u);
)

(iv) if u=0, R(u,v) = (2,v —1).

Proof. If uw =0, we have that

22...22
+ 22...22
122...21
So R(0,v) = (2,v — 1), proving (iv).
The assertions (i)—(iii) can all be proved in a similar fashion. O

Lemma 9. Given any (u,v), there is a t > 0 such that R'(u,v) = (0,v") for some v'.

Proof. Case 1. If v =0, then R(u,0) = (0,u), by Lemma 8(i), so the statement holds with
t=1.

Case 2. If u > v > 0, then R*(u,v) = R(2v,0) = (0,2v) by using Lemma 8 (ii) and (i).
So the statement holds with ¢t = 2.

Case 3. If 0 < u < v, then R(u,v) = (2u,v — u), again by Lemma 8. If 2u < v — u,
the output (2u,v — wu) falls into the same case, while increasing the first coordinate and
decreasing the second. Hence, repeated applications of R can only produce an output of the
form of case 3 a finite number of times before reaching an element of the form (v',v") with
u' > v >0, i.e., an element that falls into case 1 or case 2.

Case 4. If u = 0, then R(0,v) = (2,v — 1), which leads to case 3 if v > 3, to case 2 if
v =2, and to case 1 if v = 1. O



Figure 1: Directed graph of cases in Lemma 9.

The above argument can be illustrated by the directed graph in Figure 1. The vertices
are labeled according to the cases in the lemma, and the directed edges show how the RATS
process may evolve when iterating R.

It follows from Lemma 9 that for any (u, v), there is a minimal ¢ > 0 such that R'(u,v) =
(0,7") for some v'. The following lemma gives an explicit formula for ¢ and v’ in the special
case when v = 0 and v # 2% — 1 for k > 1.

Lemma 10. If 2k 1 < v < 2k 1 for some k > 1 and t > 0 is minimal such that
RY(0,v) = (0,0") for some V', then t =k + 2 and

v =2u— 2" 2 (2)
In particular,
v <, (3)
since v < 281 — 9,
Proof. By repeated applications of cases (iv) and (iii) from Lemma 8, it follows that
R*(0,v) = (2°,0 —2° + 1) (4)

for 0 < s < k. (Note that (4) holds even in the case v = 2F — 1.)

If v = 2%, then, by (4) and two further applications of cases (i) and (i) from Lemma 8,
RF2(0,v) = R%(2%,1) = R(2,0) = (0,2v— 281 4+2) = (0,2). Since v = 2% > 2, the assertion
holds in this case.

If 28 < v < 281 — 1, then, by (4) and Lemma 8,

R*2(0,v) = R*(2",v — 28 +1) = R(2v — 2" +2,0) = (0,20 — 2" +2). (5)

The upper bound v < 2¥1 — 1 is equivalent to the inequality 2v — 28! + 2 < v, so the
assertion also holds in this case. O

Proposition 11. In base 3, for any integer p > 3, there exists a RATS sequence that is
periodic with period p. In particular, (0,v) is periodic with period p if and only if v = 2P~1 —2
for some p > 3.



Proof. (<) If v =2P~! — 2 for some p > 3, then, by (4) and Lemma 8, the RATS sequence
generated by (0,2P~! — 2) after p iterations is

(0,201 — 2) ™ (g 9v-1 _ 3y W o2 gp-2 ) W gp-1 g ) @ g op-1 9y,
p—3 times
(6)

Therefore, (0,v) is periodic with period p.

(=) Let (0,v) be periodic with period p. Now if 2% — 1 < v < 2! — 1 for some integer
k> 1, then R*(0,v) = (2¥,v — 2¥ + 1) by (4).

If v =2 -1, then R*1(0,v) = R(2F,0) = (0,2%). Since, by assumption, (0,v) is
periodic, this implies that (0,2%) is periodic. However, the following calculation shows that

(0,2%) leads to the periodic cycle (0,2) it (2,1) al (2,0) ul (0,2) and hence is itself not
periodic if k > 1:
(0,2%) Y (2,9 — 1) M . 9k 1) W (9 ), (7)

This shows that v ¢ {2F — 1,2%}.

Hence we must have that 2¥ < v < 2¥1 — 1. Suppose that p is not minimal such that
RP(0,v) = (0,v") for some v'. Then we can write p = p; + pa + -+ + py for some N > 1
such that 0 < p; < p is minimal such that RP*(0,v) = (0,v;) for some vy, 0 < py < p — py
is minimal such that RP?>(0,v;) = (0,vy) for some vs, etc. Notice that, for 0 < i < N,
2k <, < 28F1 — 1 for some k; > 1, since, if Vi, = 2kio — 1 or Vi, = 2ki0 for some ki,
the assumption that (0,v) is periodic implies that (0, v;,) is periodic, a contradiction to the
argument leading to (7). By Lemma 10, it follows that v = vy < vy < -+ < v < o,
Therefore, v; = v. So RP'(0,v) = (0,v), contradicting the assertion that p is the period of
(0,v). So p must be minimal such that RP(0,v) = (0,v’) for some v'. By (5), we get that
v=2v—2P"1 + 2 as desired.

The case 1 < v < 3 can be handled by inspection. This completes the proof of the
proposition. O

We now completely characterize all periodic elements (u, v) with the following key lemma.

Corollary 12. The element (u,v) is periodic with period p if and only if there is some t
such that R'(0,2°~! —2) = (u,v). In particular, if this condition holds, (u,v) appears in the
sequence given by (6).

Proof. (<) By Proposition 11, (0,2P~! — 2) is periodic with period p. Hence if there is a ¢
such that R'(0,2°~! —2) = (u,v), (u,v) is also periodic with period p.

(=) By Lemma 9, there is a ¢’ such that R" (u,v) = (0,v") for some v'. If (u,v) is periodic
with period p, then this implies that (0,v) is also periodic with period p. By Proposition
11, this gives that v/ = 2P~' — 2. In particular, (u,v) = RP(u,v) = RP~'(RY(0,v")) =
RP="(0,2P7172). So the assertion holds with ¢ = p — t'.

The final assertion of the corollary follows from the fact that (6) is the periodic sequence
generated by (0,2P71 — 2). O

Lemma 13. Given any (u,v), there is a t such that R'(u,v) = (0,2P~1 —2) for some p > 3.



Proof. By Lemma 9, there is a minimal ¢ > 0 such that R*(u,v) = (0,v") for some v'. So, it
is enough to prove the lemma for u = 0.

Suppose that 28 — 1 < v < 251 — 1 for some positive integer k. Then Lemma 10 shows
that either v =2 — 1 or v/ < v.

Case 1. If v = 2¥ — 1, then there is a t such that R'(0,v) = (0,2) (see (7)).

Case 2. If v = v/, (0,v) is periodic, so the assertion holds by Proposition 11.

Case 3. If v/ < v, we apply Lemma 9 to (0,v') in place of (0,v). This third case can
only occur a finite number of times before a repeated application of Lemma 9 leads to case
1 or 2. O

Proof of Theorem 6. Lemma 13 establishes that all RATS sequences in base 3 are ultimately
periodic, Proposition 11 shows that {p : p > 3} C P, and a simple modification of a theorem
of Cooper and Kennedy [2, p. 7] shows that 1 ¢ P. It remains to show that 2 ¢ P.

Suppose that (u,v) is periodic with period 2. Let (v/,v") = R(u,v). By studying Figure
1, if follows that the only way to have (u,v) periodic with period 2 would be to have u =0
and v" = 0 (case 4 followed by case 1 of Lemma 6), or, alternatively, one would need to have
0<u<wvand0<u <o (both case 3 of Lemma 6).

If w =0, then (¢/,v") = (2,v — 1), so v =1 = ¢ = 0. Since (u,v) has period 2,
(0,v) = R(u',v") = R(2,0), which implies that v = 2, a contradiction. Now if both (u,v)
and (u/,v") are such that 0 < u < v and 0 < o/ <0/, then (u,v) = R*(u,v) = (4u,v — 3u),
which implies that © = 0, a contradiction to the fact that v must be positive. Therefore,

2¢P. 0

3 Distribution of periods

In the previous section we showed that every RATS sequence in base 3 is ultimately periodic
and we constructed elements (u,v) € X that are periodic with any desired period p > 3.
In this section, we seek to answer the following question: Given p > 3 and a set Y C X,
how many elements (u,v) € Y are ultimately periodic with period p? In other words, given
some collection of sorted integers 1---12---2 in base 3, how are the periods of the RATS
u l's v 2’s

sequences they generate distributed? We will answer this question completely for sets of the
form {(0,v) : 0 < v < 2*}, and obtain partial results for other sets.

We begin with a definition followed by a key result that will be used repeatedly in this
section. The key result is special in that it allows us to identify the exact period of (0,v) in
terms of the binary representation of v with no additional information.

Definition 14. For a positive integer p > 3, let

B(p):={v€Zsy:v=1x---%01---1 in binary},
p—3 1’s

where we allow for the possibility that the bracketed block or the rightmost block of consec-
utive 1’s is empty.



v | base 2 | period of (0,v) | | v | base 2 | period of (0,v)
32 | 100000 3 43 | 101011 4
33 | 100001 3 44 | 101100 5
34 | 100010 4 45 | 101101 5
35 | 100011 3 46 | 101110 6
36 | 100100 4 47 | 101111 3
37 | 100101 4 48 | 110000 4
38 | 100110 5 49 | 110001 4
39 | 100111 3 50 | 110010 5
40 | 101000 4 51 | 110011 4
41 | 101001 4 52 | 110100 5
42 1 101010 5 53 | 110101 5

Figure 2: Base 2 representation of v and period of (0, v).

Example 15. From Figure 2, we see that 45,50 € B(5), since 45 = 101101 and 50 =
2 1s
110010. We also have that 7,35 € B(3), since 7 =111 and 35 = 1 000, 11.

2 1’s 0 1’s

The membership of a positive integer v in B(p) is based on the following procedure.
Take the integer v in binary, remove the leftmost 1 and all of the 1’s beyond the rightmost
0, count the number of remaining 1’s in the string of digits left and call the count p’. Then
v € B(p'+3). In particular, this is a well-defined procedure and every v belongs to B(p) for
some unique p. A careful examination of Figure 2 suggests that if v € B(p), then (0,v) is
ultimately periodic with period p. Indeed this is the case, as we will show in Proposition 17.

As noted above, the sets B(p) are pairwise disjoint and thus form a partition of the
positive integers. The key lemma of interest is that, in some sense, the RATS process does
not disturb this partition.

Lemma 16. If v € B(q) for some ¢ > 3 and there is a t > 0 such that R*(0,v) = (0,v'),
then v' € B(q).

Proof. Suppose that we are given (0,v) with v € B(q) for some ¢ > 3. Furthermore, suppose
that 28~ < v < 2*: i.e., that v is k digits long.
Case 1. If v = 2¥°1 then v € B(3) since v = 10---0. By Lemma 10, R¥*2(0,v) =
R2(2¥11) = R(2,0) = (0,2). Since 2 € B(3), the assertion of the lemma holds in this case.
Case 2. If v = 2F — 1, then v € B(3) since v = 1---1. By (4), RF(0,v) = R(2%,0) =
(0,2%). Since 2% € B(3), the assertion of the lemma holds in this case.
Case 3. If 27! < v < 28 — 1, then, by (5), R*?2(0,v) = (0,2v — 2F + 2). As in the
previous two cases, we aim to show that if v € B(q) for some ¢ > 3, then 2v —2¥ +2 € B(q).
Subtracting 2¥~! from v simply plucks the leftmost zero from the binary representation



of v. If v € B(q) for some g > 3, then

v—2F1=1%--.%01---1—=10---0
N——
p—3 1’s
=1%x---%x01---1
N——
p—4 1’s

Y

sov — 281 € B(qg—1). Adding 1 to the result gives

v ] — 14401141 (8)
p—417S

:;1*...*10...0’

p—31’s
sov—214+ 1€ B(g). If ve B(3), then
v—2141=10---01---1—10---0+1 (9)
=1---141
=10---0,

so v — 2871 41 € B(3). Therefore, for any v in case 3, if v € B(q) for some ¢ > 3, then
v—2"14+1¢€ B(g).

Multiplication by 2 in binary is equivalent to simply tacking on an extra 0 at the end of
v — 281+ 1. From (8) and (9), we see that if v — 2871 + 1 € B(q) for some ¢ > 3, then
2v—2F +2 € B(q).

What this shows is that, by appealing to Lemma 10, if v € B(q) for some ¢ > 3 and
t > 0 is minimal such that R'(0,v) = (0,7), then v € B(q). We now remove the word
“minimal” from the previous statement with the following argument. If £ > 0 is such that
R'(0,v) = (0,v") and t is not minimal, then there is a partition of ¢t = t; +to + -+ + ty
for some N > 1 such that 0 < ¢; < ¢ is minimal such that R"(0,v) = (0,v;) for some vy,
0 <ty <t —t; is minimal such that R™(0,v;) = (0,v;) for some vy, ete. It follows, from the

above case analysis, that vy, vq,--+ , vy € B(q). Since v/ = vy, the assertion of the lemma
holds. O

Proposition 17. For any positive integer v, (0,v) is ultimately periodic with period p > 3
if and only if v € B(p).

Proof. (=) If (0,v) is ultimately periodic with period p > 3, then, by Proposition 11 and
Lemma 13, there is a t such that R'(0,v) = (0,2°~! —2). By Lemma 16, if v € B(q) for some
q >3, then 227! —2 € B(q). Now 2?1 —2=11---10, s0 2°~! — 2 € B(p). Since the sets
p—3 L’s

B(q) and B(p) are disjoint if p # ¢, we must have that p = ¢q. Therefore, we have v € B(p).

(<) By Lemma 13, there is a ¢t such that R'(0,v) = (0,277 — 2) for some ¢ > 3. If
v € B(p), then so 277! — 2 € B(p). In particular, reasoning as above, p = ¢, so (0,v) is
ultimately periodic with period p by Proposition 11. O



The importance of Proposition 17 is due to Lemma 9. Since, for any (u,v) € X, there is
a minimal ¢ such that R'(u,v) = (0,v") for some v, to know the period of (u,v) we simply
need to know the form of the binary representation of v’.

Definition 18. For any set Y C X and any integer p > 3, let
N(Y,p) = #{(u,v) € Y : (u,v) is ultimately periodic with period p}.
We now compute N (Y, p) for special cases of Y.

Proposition 19. Forp >3 and k > p—1, let Y}, := {(0,v) : 1 <wv < 2¥}. Then

— (pﬁl)’ pr > 3"
v = {57 yh23

Proof. By Proposition 17, (0, v) is ultimately periodic with period p if and only if v € B(p).

Suppose first that p > 3. If 277! < v < 2/, then v has j digits in its binary representation.
We now count the number of ways in which v can have j digits in its binary representation
and be of the form v = 1x---%01---1. Suppose that the rightmost block of all 1’s of v is of

-3 1’s

length 2, where 0 < i < jﬁ— 1 — p. Then there are j — i — 2 unspecified digits of v of which
p — 3 are 1’s and the rest are 0’s. The number of ways this can happen is (in 2) So the
total number of integers v with j digits in their binary representation of the necessary form

is
| — 2 -3 -3 — 1
j (7 (P _ (7 '
p—3 p—3 p—3 p—2
Summing over all possible j < k, we get that

v =3 (073)= ()

J

Now suppose that p = 3. If 277! < v < 27, then v has j digits in its binary representation.
We now count the number of ways in which v can have j digits in its binary representation
and be of the form v = 10---01--- 1. Clearly there are only 7 numbers of this form. Summing
over all possible 7 < k, we get that

=0 () () )

Corollary 20. Let P(v) denote the period of (0,v). Then, for any fixred M,

P k2,
kh_)r(r)lozk#{USZ iR §M} = \/ﬁ/ooe dt. (10)



and

1 P(v) — 11 1M
lim —#{ v < 2% (v) — 5108, <M, = —/ e~ dt (11)
\/ 5 logyv

In other words, asymptotically, the periods of (0,v) for 1 < v < 2% have a Gaussian distri-

bution with mean %logQU and standard deviation @/%log2 v.

Proof. First note that, by Theorem 6, P(v) > 3 for any v. Also note that P(2%) = 3 by
Proposition 17. By Proposition 19, for k sufficiently large,

#{vgﬁzp(”)T\/_Tf/QgM}:#{vg’fzp(v)gk/ﬂM\/k_/z}

=1+ N(Y;,3) + > N (Y, p)

OO0 s (4
! ! ’ 3<p<k/2+M+/k/2 p—1
B Z (p f 1) '

1<p<k/2+M+/k/2

An application of the de Moivre-Laplace limit theorem [3, p. 186] gives (10).
To prove (11), notice first that, for v < 2%,

P(v) — tlogyv - P(v) —k/2

,/%logQU k/2

limsup2—k#{v§2k: ) 20g2v<M}<hm—#{v§2k:—(v) k/ <M}

50 - - L o
k— /%IOgQU k— k‘/2

SO

LY e dt
= e
V2T ) o

by (10). This proves the upper bound in (11).
It remains to show prove the lower bound in (11). Observe that for any v with Rk <

10



v < 2% we have k — k'/3 <log, v < k. In particular, for such v,

P(v) — Llog,v _ P) — (k- k%) /2
1/%log2v - (k —k1/%)/2
P(v) — k/2 k'3 /2
+
(k — k173)/2) (k — k1/3)/2
Pv) —k 1
m \/_ \/_lcl/6

/2,
P k/2 1
k2/3 \/_ \/_kl/ﬁ

provided k is sufficiently large. So, for any € > 0, we have that

#{v§2k:%\/%§/2§]\4_6}:#{2kk1/3gv§2k:%_/§/2§]\4_6} (13)

(12)

+ 0287,

By (12), the right-hand side of (13) is

P(v)—11 _
S #{2k‘—k‘1/3 S v S 2k‘ . (/U) 2 OgQU < M 2<M 6) 1 \/5}

—e+ + +
= 2/3 6
\/ %logzv k2 V2kV6 R

P(v) — 3logy v 2M 3 s
< 2 <y <ok 2 <M —e+ o+ +O(2F)
{ \/ 1 log, v RS /2k1/6

P(v) — tlogyv 2M 3

<M —e+ + + O(2k K.
et =B G 1o

In particular, for all £ large enough such that

+ 027

§#{v§2k:

2M 3
k2/3 ™ \/ﬁk1/6 <6

we have

#{v <o P2 M—e} < #{v <o, PO Zlogv M} + 02,

VEk/2 \/ 3 logy v

11



Therefore, taking the limit as k — oo, we get that

1 P(v) — $1 1 P(v) —k/2
liminf —#<{ v < 2% (v) Qngng > lim —+# U§2k2L§M—€

@/%logQU Vk/2

1 M—e¢ _t2/2 dt
= — e
V2T ) oo

for all € > 0. This proves the lower bound in (11). O

Proposition 21. Forp > 3, let Y (j,1) = {(u,v) : 20 <u < 277120 <o < 2771} Then,

2j (pi?))’ Zfi < j,’
2(,5)+ (] + (L)~ T2 () + ) iy
Proof. Suppose first that ¢ < j. Then 0 < v < 2"! <2/ <, so, by Lemma 8, R*(u,v) =

R(2v,0) = (0,2v). This means that the period of (u,v) depends only on v. Letting P(u,v
denote the period of (u,v),

N(Y(j,1),p) = {

NY(i)p)= >, 1 (14)
25 <u<2i+1
2i <y<2itl
P(u,v)=p

:2]‘21

2i<p<2itl
P(0,2v)=p

=97 Z 1.

2i+1 Sv<2i+2
P(0,v)=p, 2|v

The last sum in (14) is counting integers v that have ¢ + 2 base 2 digits that are of the
form v = 1x---x(0. Note that the lack of trailing 1’s is due to the fact that v is even. Thus,
e
v has i unsppeciﬁed digits of which p — 3 must be 1’s and the rest all 0’s. Clearly, there are
(piS) such v. Therefore, the proposition holds for i < j.
Now suppose that ¢ = j. Then,

NY (@)= Y1 (15)

21 <y, u<2it1

P(u,v)=p
= g 1+ E 1.
21 <y<y<2itl 2i<y<p<itl
P(u,v)=p P(u,v)=p

12



Of the last two sums in (15), the first is

o= ) > 1 (16)

2i <p<u<2it! 21 <p< it y<y<2itl
P(u,v)=p P(0,20)=p

_ Z (2i+1 - U)

2i§v<2i+1
P(0,2v)=p

- ()
2i+1 §’U<2i+2 2
P(0,0)=p, 2[v

. ) 1
:gm( Z )__ S
p_3 22i+1§v<2i+2
P(0v)=p, 2|v

where the last equality holds due to (14). We now evaluate the last sum in (16). Notice that
the last sum is summing all numbers of the form v = 27" + ;2" + - - 4 ;2 with exactly
p— 3 an’s equal to 1 and the rest all 0. The total number of v’s in the last sum is (pi?)) by

i—1

the argument above. Moreover, for any fixed m with 1 < m < i, there are (p, 4) integers in

the sum with a,, = 1. Hence the last sum in (16) is

> v:2i+1(pi3)+(;:z);2m (17)

2i+1§v<2i+2
. ) — 1 .
— it 2" 2 _1).
(p - 3) " (p —4 ( )

P(0,v)=p, 2|v
Combining (16) and (17), we get that

> =266 w

2i<y<u<2itl
P(u,v)=p

For the second sum in (15), we get that
2. 1= > 1

2i<u<y<2itl 2t <y<v<2itl
P(uzv):p P(O,Q(’U—u))zp

- Y @-v

1<v<2i
P(0,2v)=p

. <2—%)

1<v<2itl
P(0v)=p, 2|v

13



where the first equality follows from the fact that, by Lemma 8, R*(u,v) = (0,2(v — u)),
since u < v < 3u. So,

(9%, 2, (-3

1<v<2it] k=0 2k<y<2k+l
P(Oav):pv le P(O,v):p, 2‘”
i
k=1 1
= E 2 - = E v
p—3 2
k=p—2 2k <y 2k+1
P(0,v)=p, 2Jv

() S ) (e
(L) -2 (667

, 1 1—1 !
_ 21 o § 2]{:71
(p — 2) (p — 3)
k=p—2

using similar reasoning as was used for the first sum in (15).
Combining (18) and (19) gives that

N(Y (iyi),p) = 2i[(pf3) - (;:D] f (;:D
() () 2|62+ ()]
0 R RO ) S G R ey
5[+ ()

(R R R (G |

The last equality follows after two applications of the binomial coefficient identity (Z) =
(") + (o) -

The exact formula for N(Y (j,7),p) when j < i is significantly harder to compute. This
is because, in this case, we are given elements (u,v) with u < v. If k is the smallest integer
such that v < (281 — 1)u, then R¥2(u,v) = R*(2F, v —u(2¥ — 1)) = (0,20 — 2u(2¥ — 1)). So
the period of (u,v) depends on the base 2 representation of 2v — 2u(2* — 1), which is difficult

T\
=
[
W =
~
+
N\
=S
I
= N
~
| I

14



to predict in the set Y'(j,7). We expect, however, that over large subsets of X, periods are
distributed nicely, as in Corollary 20.

At this time, we cannot prove an Erdds-Kac type result for sets of the form {(u,v) : 0 <
u,v < V} due to the difficulty encountered in the discussion above. Instead, we prove a
weaker Hardy-Ramanujan type result for these sets.

Theorem 22. Let Y(V) = {(u,v) : 0 < u,v < V} and let P(u,v) denote the period of
(u,v). Then, for every e > 0,

T %#{(u, V) €Y (V): [Pluv) - %logQ(V)‘ > Slog(V)} =0, (20)

Proof. Let € > 0 be given. Fix a positive integer M > 0. Then

{(u, V) EY(V): ’P(u, V) — %logQ(V)‘ > §1og2(V)} = A (V) U Ao(V) U A3(V) U Ag(V),
where

A(V) = {(u,v) EY(V): ‘P(u,v) . %logQ(V)’ > %logz(V), @M~ 1)u < 'U},

Ay = {(u, V) eY(V): ‘P(u,v) . %logQ(V)‘ > %logQ(V), (21— 1)u = v},
AV = {(wv) e Y(V): |Pl,0) - %mgg(w] > Slogy(V), v < u,

with

s (V) = {(w0) € Y(V) - | Plu,) - %mgg(m‘ > Clogy(V), (2~ Du < v < (2~ 1)u}

(21)
for1 <i< M —1.
We first estimate #A;(V) by
#A(V) = #{ (0,0) €Y (V) |[Plu) — Sloma(V)] > Slom(V), (2% — D<o} (22)
< #{(u,v) € Y(V): (2™ — Du < v}

For #A3(V), we estimate this quantity crudely by

B A (V) < U #{(w,v) €Y (V) 1| Plu,v) - Mg, (V)] > Slogy(V), (2 — 1)u = v} (23)

2 2
< U #(u,0) €Y (V) : (2" = Du =0}
<oMV.

15



Recall that, by Lemma 8, for 0 < v < u, we have R?*(u,v) = (0,2v) and hence P(u,v) =
P(0,2v). So, for #A4(V), we have that

#AV) = #{ (w,0) €Y (V) £ [Plu0) - %ng(V)‘ > Clog(V), v <} (24)
<V #{v <V ‘P(O, 20) — %logQ(V)‘ > glog2(V)}
<V. #{v' <oV . (P(o,v') - %logQ(QV)‘ > %logz(QV) ! ; 6}

as V' — oo, where the little-oh bound follows from Corollary 20. (Note that, in the notation
in Corollary 20, P(0,2v) = P(2v).)

For #A,(V), we first estimate #A,,;(V) for 1 < i < M — 1. Note that, by (5), if
(2" — Du < v < (2" — D)u, then R (u,v) = (0,2(v — (2° — 1)u)) and hence P(u,v) =
P(0,2(v — (2° — 1)u)). So, we have that

#2,(V) = #{(,0) € Y(V) £ [Plu,v) = 5 logy(V)] > Sloga(V),

(2 —Du < v < (2 — 1)u}

= #{(w0) e Y(V): |P(0,2(v - (2" = 1)u) - %logQ(V)‘ > S logy(V),
0<2(— (2 —1)u) < 2i+1u}

<V. #{u <V ‘P(0,2v) - %logg(V)’ > glogQ(V)}

=o(V?)

by (24). It follows that

#AV) S Y #As.(V) (25)
= 0(V2)

as V — oo, for any fixed M.
Combining all four estimates (22), (23), (24), and (25), we get that

lim sup%#{(u,v) eY((V): ‘P(u,v) — %log2(V) > glogz(V)} (26)

V—o0
i
< limsup — A (V
< lim sup 375 ;# (V)
- 1
oM 1
Since (26) holds for all fixed M, letting M — oo, we get (20). O
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Theorem 22 roughly states that most sorted integers 1---12---2 in base 3, have their
—
ul’s v 2s
period close to 3 log, v.
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