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Abstract

We consider a generalization of the lem-sum function, and we give two kinds of
asymptotic formulas for the sum of that function. Our results include a generalization
of Bordelles’s results and a refinement of the error estimate of Alladi’s result. We prove
these results by the method similar to those of Bordelles.

Introduction

Pillai [6] first defined the ged-sum function

() = " ged(jim)

and studied this function. The function g(n) was defined again by Broughan [3]. Broughan

considered

Galz) = 3 n~"g(n)

n<x

for a € R and x > 1, and obtained some asymptotic formulas for G,(x). The function G, (x)
was studied by some authors (see, for example, [4, 8]). Some generalizations of the function
g(n) was considered (see, for example, [2, 10]).
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On the other hand, the lcm-sum function
= Z lem(j,n
j=1

was considered by some authors. Alladi [1] studied the sum

n

Z(lcm(j, n))" (reR,r>1)

J=1

and obtained

- e Cr2) g, 2t 1te
> (em(j,n))" = R +O(x ). (1)

n<lz j=1
We define the functions

= Z La(”)

n<x

fora € Z and x > 1.
Bordelles studied the sums 7 (z) and 7 (z) and obtained

I(n) = (18 - (g + 7)) # Td) (),

ZZlcm J,n SCC((?))) 1+ O(2*(log z)?*(loglog 2)¥?) (x> e),
_ (logz)® | (loga)? A1
ZZlm -+ sty (1 on(57 ) ) + Ot

where Id*(n) = n* (a € Z),
1, ifn=1;
To(n) = { '

0, otherwise,

F %G is the usual Dirichlet convolution product, and A is the Glaisher-Kinkelin constant [7,
25]). Gould and Shonhiwa [5] stated that the log-factors in the error term in the second

formula can be removed.
In this paper we study 7T, (z) for a > 2 and a < —2. The following theorems are our main

results. These results are proved by the methods similar to those of Bordelles [2, Section 6].
We write f(z) = O(g(x)), or equivalently f(z) < g(x), where there is a constant C' > 0
such that |f(z)| < Cg(z) for all values of = under consideration.
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Theorem 1. Let B, be Bernoulli numbers defined by

z - 2"
e —1 nz:; Bn n!
If we define ;
k
prln) == u(d) (%)
dn
and

a—1
1 1 1 a+1
M = (1d%*. — - B
a(n) ( (a+1“0+270+a+1z(k:+1> ’“*190’“»(")’

k=1
then for a € Z we have
L,(n) = (M, x1d*)(n).

Theorem 2. Let x > e and a € N. Then we have

Z Lao(n) = %x%“ + O(z¥* (log 2)*3(loglog 2)*3)  (as x — 00),

where the implied constant depends on a.

Theorem 3. Let x > 1 and k € N with k > 2. Then we have

- k k)2
SETIT

n<x

and

_ G(k) ¢(k)*\ _ C(k)a~ "' logx k1
ZL_k(n) = T(1+ C(2k)> RS + O ) (as 2 — o0),

where the implied constant depends on k.

n<x

We note that the function L,(n) is not multiplicative for all a € Z \ {0}, but we can
write Ly(n) (a > 1) explicitly by Dirichlet convolution. In the proof of Theorem 2 we use
this fact. The error estimates in Theorem 2 are better than (1). Since we have

n

gr(n) == (ged(j,n))" > (n)

j=1
for all r € R, the sum

Z 9-(n)

is divergent for all r. Therefore the behavior of the sum 7,(z) (¢ € Z and a < —2) is
completely different from that of the sum

Z 9a(n).

n<x



2 Lemmas for the proof of theorems

In this section, we collect some auxiliary results and definitions.
Let B,(z) be Bernoulli polynomials defined by

=3 Bu(0)5

n=0

The following relations are well-known [7, p. 59].

Bn(z +1) — By(z) = na" 1,

Lemma 4. Let m,n € N and

Then we have

Sulm) = — = (Busa(m +1) = Bua(1)
1
= nt 1( n+1(m) n+ 1)m - Bn-l-l)

mntt Ly |
n—|—1+ n—i—l;(k—i—l) k+1T

We use the following lemmas in the proof of Theorem 2.

Lemma 5. Let r,k € N with r > k and x > 1. We have

Zn SOk



Proof. We have

S wnn) = S0 Y ()

n<x n<z dln
= p(d)d* (dF + (2d)F + -+ (d|z/d]) )
d<z
-y Y
d<z j<z/d
S $T+1.

Lemma 6. Let r € N and x > e. We have
Zn’”gp(n) = L + O(z" (log )**(loglog 2)*?)  (as 2 — o)
2 r+ 20 ’
where the implied constant depends on r.
Proof. We can obtain the lemma by the estimate [11]
22
Z o(n) = ——— 4 O(z(log 2)*3(log log )*/?)
vt 2¢(2)

and the partial summation formula.

3 Proof of Theorem 1 and Theorem 2

Proof of Theorem 1. We have

=1

1 E a E § a
- E (kd) - IC .
dn k<n/d din k<n/d
ged(k,n/d)=1 ged(k,n/d)=1



By Lemma 4 we have

YK=Y R Y pd) =) du(d) Yy m

k<N k<N d|ged(k,N) d|N m<N/d

ged(k,N)=1
1 (N\""" 1/N\*
— d®uld i 1
M)(a+1(d> +2<d)+
d|N

a—1

2a
o LI 1 a+1
N d ' 9 B d) - d*
» (d> (a+1(p+2m+a+1;<k+l> k+1§0k)(n/ )



Proof of Theorem 2. By Lemma 5, Lemma 6 and Theorem 1, we have

> Lo(n) = (M, *1d%)(n) =Y d* Y M,
n<z n<x d<wz m<z/d
a—1

=y d" Y m™ (%gp + = kz:; (Z i 1) Bk+180k) (m)

d<z m<z/d

:a—i—lz ngp Oz +

d<z m<z/d
a—1

1 +1 . "
uH;(zH)szd 5 ot

d<z m<z/d

- 2 (i)
(( )%H (log(x/d) 2/3(10g10g(x/d))4/3)>+

O(z° (Z d*(x/d) 2a+1)

d<z
2a+2
- (a+1)(2a+2)C Z da+2 O (log x)Q/S(IOg log :1:)4/3)+
=+ O( 2a+1).

This implies the theorem.

4 Proof of Theorem 3

Proof of Theorem 3. Since we have

n n

1 1 n (ged(m, ) 1 1
B STt LD D D O MR
j=1 ’ j=1 dn j=1
1
k
kzd Z ikdk

ged(jn)=d
din i<z

ged(i, 7)=1
DS
k ik’
dn <2

ged(i, 7)=1



we obtain

YIUSIEES SO DD DIE T 9) 95w >

dn i<7 d=1 j=1 i<j
ged(i, ) 1 ged(i,5)=
i<j
ged(i,5)=
= 1
ST z ]
n=1 i<j
ged(ij)=1
ij=n

Also we have

S| T

2 nk
ng(Z]) 1 z] =n
ij=n

and the relation [9, 1.2.8]

=1’ ged(i,5)=1 C(2k)
ij=n
Therefore we obtain
= 1 1(¢(k)? ) 1( C(’f)Q)
= > 1 :1+—( —1)==(1+ .
— nk = 2\ ((2k) 2 C(2k)
ged(i.f)=1
ij=n

This implies (2).
By the relation




the remaining task is to estimate the sum ) L_j(n). We have

1 1 = 1 1
L_ =y = — = -
; k(n) ; nk %7; g; ik ; }Z% (hd)k ; jk

ged (i, 2)=1 ged(j,h)=1

=YY G X #0)

k
A oy

Se

Slh m<h
1 & 11(6) 1
— Lk Z g2k Lo ik
d=1 " §=11>% m<l
1 " 1 1
- 2" Z d*p(9) Z Ik Lok
q=1 dé=q l>% m<l
=1 " 1 [=F Lk
=" 2 du) Y g (<) - = + 0™
q=1 dé=q l>%
1 . 1 [tk k
= S @) Y 5 (G - 0™ )+
g<x déd=q l>%
k 1 1 k
Y e S ) Y g (o0 - = +ouh)
q>x dé=q l>%
=: 51 + 5y,



say. We have

=Y %((k) o)

q<oc dd=q E
=Y 5 Y (,f““) (@/9) 1 + O(a/0) )~
q<ac dé=q
( ) —2k+2 s
- =g Ol >)
=5 5 X o) (w0l )
q<a: dd=q
=2 Z 2 (s /0l
A u(d)]
SRR
—1M 1
— — ;; dk—i—l —k+ )

C(k)z=k+t logx

_ O l’_k+1
CESCES VR
and
1 i 1 1=k »
> o 2 ) Y (60— + 01
q>x dd=q l>%
e 1 llfk L
<<Z ka Zlk (k)_k_1+0(l )
o U a0y =1
<> q* Z il
g2z dlq
<z
Therefore we obtain
(k?) Mloga —k
L_; O 1y,
; et TOETT)

This completes the proof.
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