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ALGORITHMICAL DEFINITION OF FINITE MARKOV SEQUENCE!

D. Banjevié and Z. Ivkovié

0. Let T = (t1,t2,...,tn) be a finite binary sequence. Following von
Mises ideas, A.N. Kolmogorov [1] defined the randomness of T' with respect to
the algorithm R = (F,G, H) for selection of the subsequence of T'. We give this
definition in the following way:

The system of functions F' = (Fy, Fi,...Fn_1), Fo = const, defines a per-
mutation (z1,2,...,2zn) of (1,2,...,N) which depends on T, by

i = Fi 1(x1,te15. .- ,Ti1,t2i-1), ©1=1,2,...,N.

The systems of functions H = (Hg,Hy,...,Hy) and G = (Go,Gy,- ..,
Gn_1) have the properties: H;, G; € {0,1}, Hy = const, Hy =1, Hi(zg,tz1;-- - ;
l'l,tm') < Hz‘+1($1,tw1;. .. ;$i+1,tzi+1); Go = const .

Let s = s(T) = min{i: H; = 1} The system (F,G,H) defines the sub-
set A C {1,2,...,N} in the following way: z;, € Aif 1 < k < s and
kal(xlytwla---CEkfl;twkfl) =1. Let A = {$i1$i2;--- ,miv}, Ty < Tijy < ---Ty4, -
We select the subsequence (t4i,, tgin, - - - ,tzi,) Of T by R = (F,G, H).

The sequence T' is (n,e,p)-random (1 < n < N,0 < ¢, 0 < p < 1) with
respect to R if

1
v>n, and ‘;Ztk—p <e

k€A

orif v < n-Tis (n,¢,p)-random with respect to the system R = {Ry, Ra, ...} if it
is (n, e, p)-random with respect to each R; € R.

Another approach to the algoritmical definition of randomness was given in
[2] and later developed for infinite set of sequnces ([3], [4]). However, for finite set
of sequences which we consider here, this approach is too broad to be successful
applied (see discution in [5]).
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Kolmogorov difinition of random sequence in [1] corresponds in a way to
Bernoulli secuence B(p) in Probability theory. In this paper we define the random-
ness of T' corresponding to homogenous Markov sequence M(a, 3) with the states
l1-a

@
0,1} and the transition matrix
0,1} 2 '

] . In this definition we follow Kol-

mogorov’s method.

1. Tt is reasonable that the definition of Markov sequence (M S) is based on
the stability of the frequences of transition from 0 and 1. We select a subsequence
tiystiny v stip, 1 < i1 <ig <---ip < N. Let v = 25—1 tz’jfl andvg=k—v; =
Z?Zl (1—t;;—1). Consider % Z?Zl t;;_, t;; -relative frequence of the transition from
1to1and L Zf_ (T —t;; 1)(1 —t;,)-relative frequence of transition from 0 to 0.
In accordance with the idea of M S, selection of a particular ¢, in the subsequence
should not depend on t,,t,41,.... It means that the selection of ; occurs before

the selection of ¢; for i < j.

Let R = (G, H) be a system of functions H = (Hy, Hy,... ,Hy) and G =
(Go,G1---GNn_1) with the properties H;, G; € {0,1}, Hy = const, Hy = 1,
Hi(tla-- - ,t,) S Hi+1(t1,. - ;ti-l—l); G() =0.

DEFINITION 1. The system R = (G, H) is an algorithm for selection of the
subsequence S of T, given by:

Let s = s(T) = min{i: H; = 1}. Let A C {1,2,...,N} be defined by j € A
iff Gz’—l(th e 7ti—1) =1. Let A= {il,ig, R ’U}. Then S = (til,tiz, . ;tiv)-

By definition 2 < i1 < i3 < ---i, < N. From Definition 1 it follows that the
algorithm R = (G, H) is a particular Kolmogorov algorithm R’ = (F,G, H) where
Fi1=4,i=1,2,...,N.

DEFINITION 2. The secuence T is (ng,n1,£0,€1,a, 8)-Markov (denoted by
M(”Oanlveoaslaavﬂ)v (1 S Uz S N7 0< €i, i= 0717 0 S a S ]-7 0 S ﬂ S 1) with
respect to R if

1
(a) wvo>mng and Ay = U—E (1—-tj—1)(1—t;) —a|<e or wy<mng
0
jEA

1
(b) v1 >np; and A = —thfltj—ﬂ <ér or v <n
UL jeca

The sequence T is M(no, n1, €0, €1, @, 3) with respect to the system R = {R1, Rs, ...}
if it is M(no,n1,€4,€1,a,8) with respect to each R; € R.

DEFINITION 3. The sequence T is (ng,n1,£q,€1,a)-Bernoulli (denoted by
B(no,n1, €0,€1,c) with respect to R(R) if it is M(ng,n1,€0,€1,0,1 — @) with
respect to R(R).

Definition 3-follows from the idea that Bernoulli sequence is a particular
Markov sequence for 8 =1 — a.
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PropPoSITION 1. Let T be B(ng, n1,€0,€1,) with respect to R = (G, H).
Then T is (max{ng,n;}, max{eg,&1}, 1 — a)-random in the sence of Kolmogorov,
with respect to the system {Ry, R;}, R; = (F/,G7,HY), j = 0,1, where H/ = H,
j=0,1,F , =i,i=1,2,... ,N,j=0,1and

. Gio1 tii1 =7,
G£_1={ R E At
0 ti1=1—j

Proor. It is clear that Ry is Kolmogorov algorithm. Let R select the
subsequence S = {t;}, i € A of T. Then Ry selects the subsequence Sy = {¢;},
i € B of S, which consits of elements proceeding zeros in T'. Let Sy have v elements.
Evidently, V =V and

%Zti_(l_a)

i€eB

= %Z(l—ti)—a

icB

= ‘% Z(l — tz—l)(]- - tz) — Q= AO'

i€EA

Since T is B(ng,n1,€0,€1,a) it follows that vg < mg or vg > ng and Ag < &g, e.i.
v < mg or v > ng and |%ZieB t;—(1-— a)| < 9. It means that T is (ng, &9, 1 — a)-
random with respect to Rg. Similary, T is (n1,€1,1 — a)-random with respect to
R;.

Generaly, let T be (n,e,p)-random. Then T is (n,d, p)- random for m > n,
d > e. Now since T is (nj,€j,1 — a)-random with respect to R;, j = 0,1, it means
that T is (max{ng,n;}, max{eg,e1}, 1 — a)-random with respect to the system
R = {Ro, Rl} A

2. In this section we consider the existence of at least one M S for a given
system R with p algorithms.

Let p(n,e,a) = P (supys, |3 — a| > ¢) where random variable Sy, have bi-
nomial distribution b(k, ).

PROPOSITION 2. Let system R have p algorithms. If

1

<
P p(no, €0, @) + p(n1,€1, 3)

then there exists at least one M (ng,n1,0,€1, @, 8) sequence with respect to R.
PRrOOF. Consider Markov probability distribution on the set {T'}, with given

=y 1 EO‘]. Let P(R)(P(R)) be the
probability that T' is non-Markov with respect to R(R). Then (using the same
notation as in Definition 2)

initial distribution and transition matrix

P(R) = P((vg > no, Ag >€0) U (v1 > n1,A1 > €1)) > P(ug > no, Ag > €0)+
+P(’I}1 2 nl,Al Z 61).
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Let &1,&2,...,& € {0,1}, be homogenous Markov chain with transition matrix

Qa l-«a

1-8 B

that &, = &, = --- = 0 and that the selection of ¢; is independant of &, k > ij,
j = 1,2,... Then the sequence &, 11,&,+1,-.. is Bernoulli sequence where the
probability of occuring 0 is a. Consider the sequence &1, s, ... €N, as a part of infi-
nite sequence {1, &2, . . ., and a subsequence &;, 41, iy 41, - - - &y, +1 Selected by R from
&1,&,...En. Let R* be the algorithm defined for infinite sequence as the extension
of R in the following way. R* selects the same subsequence &;, 41,841, - - - &ip+1
as R until k < vg. For k > vy the selection is arbitrary (but in accordance with
described rules of selection). Let 11,72, . .. be the selected subsequence. We define
the stopping rule for R* as

1 &
—Y ni—(1—-a)
no <
i—1
J

Y m--a)

i=0

. We select the sequence of indices 41,i3...,1 <4y < iy..., such

v?r =ng if > go and

vy =k, k>mno, if <e€y, j=no, no+1,...k—1 and

260.

T
EZm—(l—a)
i=1

Then

P(v§ > no,A§ >e9) =P (sup

p(n055071 - Cl) :p(n07607a)7 <AS = V_

If T is non-Markov with respect to R, than each infinite sequence begining with T
is non-Markov with respect to R*. So P(vg > ng, ¢ > €9) < p(no,€0,). In the
same way P(v1 > n1,A; > e1) < p(n,er, B) i.e. P(R) < p(no,€o,a) + p(n1,€1,8)
and P(R) < Y pcr P(R) < Plp(no,e0,a) + p(n1,e1,6)].  If p[p(no,eo, ) +
p(n1,€1,8)] < 1, then P(R) < 1 and the probability measure of the set of Markov
secuence is 1 — P(R) < 0, i.e. there exists at least one Markov sequence with respect

to R. A
Kolmogorov [1] gave the estimation p(n, e, a) < 2"~ If

p< l[efnosg(l—so) + e*’nq&‘%(lfsl)]fl
2

than for each system with p algorithms and each « and 3 there exists M (ng, n1,£o,
€1, q, 3) sequence.
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