
RENDICONTI

DEL SEMINARIO

MATEMATICO

Universit̀a e Politecnico di Torino

Geometry, Continua and Microstuctures, II

CONTENTS

H.J. Herrmann - W. Muschik - G. Rückner,Constitutive theory in general relativity: basic
fields, state spaces and the principle of minimal coupling. . . . . . . . . . . . . . . 133

H.J. Herrmann - G. Rückner - W. Muschik,Constitutive theory in general relativity: spin-
material in spaces with torsion. . . . . . . . . . . . . . . . . . . . . . . . . . . . . 141

A. Kato - W. Muschik - D. Schirrmeister,Dynamics in quantum thermodynamics. . . . . 147

C.-S. Man - L. Noble,Designing textured polycrystals with specific isotropic material
tensors: the ODF method . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 155

G.A. Maugin,Towards an analytical mechanics of dissipative materials. . . . . . . . . . 171

M. Magno - M. Musio,An alternative interpretation of the behavior law of matterby
means of a generalized stochastic process. . . . . . . . . . . . . . . . . . . . . . . 181

A.V. Porubov,Strain solitary waves in an elastic rod with microstructure. . . . . . . . . . 189

R. Segev,Notes on stresses for manifolds. . . . . . . . . . . . . . . . . . . . . . . . . . . 199

B. Svendsen,Non-local continuum thermodynamic extensions of crystal plasticity to in-
clude the effects of geometrically-necessary dislocations on the material behaviour. 207

C. Trimarco,The structure of material forces in electromagnetic materials . . . . . . . . . 237

R.W. Tucker - C. Wang,A Cosserat detector for dynamic geometry. . . . . . . . . . . . . 245

Volume 58, N. 2 2000



Rend. Sem. Mat. Univ. Pol. Torino
Vol. 58, 2 (2000)
Geom., Cont. and Micros., II

H.J. Herrmann - W. Muschik - G. R ückner∗

CONSTITUTIVE THEORY IN GENERAL RELATIVITY: BASIC

FIELDS, STATE SPACES AND THE PRINCIPLE OF MINIMAL

COUPLING

Abstract. A scheme is presented how to describe material properties under the in-
fluence of gravitation. The relativistic dissipation inequality is exploited by LIU‘s
procedure. As an example an ideal spinning fluid is considered in the given frame-
work.

1. Introduction

We investigate how constitutive properties can be introduced into Einstein‘s gravitation theory.
Starting out with the balances of particle number density, spin and energy - momentum, Ein-
stein‘s field equations and the relativistic dissipation inequality we consider constitutive equa-
tions and state spaces in 3-1- decomposition determining classes of materials. The set of possible
constitutive equations compatible with the balances, the state space and the dissipation inequality
is found out by LIU‘s exploitation of the dissipation inequality [1], [2].

2. Balances

We start out with the balances of particle number density, energy - momentum and spin in Ein-
stein‘s gravitation theory, that means in Riemann geometryof a curved space without torsion:

Nα
;α = 0, 1 equation,(1)

Tαβ ;β = 0, 4 equations,(2)

Sαβ
;β

= 0, 3 equations.(3)

Here the particle flux is defined byNα = nuα with the particle densityn and the 4-velocityuα .
First of all the energy - momentum tensor is proposed to be notsymmetricTαβ 6= Tβα . The
spin densitySαβ is antisymmetricSαβ = −Sβα and satisfies the so-called Frenkel condition
uα Sαβ = 0 = Sαβuβ which expresses that the spin tensor is purely spatial.

Because we want to describe material under the influence of gravitation in Riemann geometry
we need Einstein‘s field equations

R̃αβ − (1/2)gαβ R̃ = κT(αβ), 10 equations.(4)

∗We would like to thank H.-H. von Borzeszkowski and Thoralf Chrobok for interesting discussions and
introduction to geometries with curvature and torsion. We would also like to thank the VISHAY Company,
D-95085 Selb and the Deutsche Forschungsgemeinschaft for financial support.
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Here areR̃αβ the Ricci tensor and̃R the curvature scalar due to the Riemann geometry. They are
marked with a tilde because we although examine material under the framework of other geome-
tries, so we have to distinguish between different geometric quantities. Due to the symmetry of
the left hand side only the symmetric part of the energy- momentum tensor appears in the field
equations.

Finally we have to take into account the dissipation inequality

Sα
;α = σ ≥ 0.(5)

HereSα = suα + sα , introducing the entropy densitys and the entropy flux densitysα .

The 18 equations (1) to (4) and the dissipation inequality contain more fields than equations
are. Therefore the set of equations is underdetermined. This is due to the fact, that (1) to (5) are
valid for all materials and up to now no special material was taken into consideration. Hence we
have to split the 37 fields appearing in (1) to (5) into the basic fields which we are looking for
and into the constitutive equations describing the considered material or the class of materials.
In more detail the 37 fields are:

Nα , 4 fields,
Tαβ , 16 fields,
Sαβ , 3 fields,
gαβ , 10 fields,
Sα, 4 fields.

From the energy - momentum tensor we can see, that parts of it belong to the constitutive equa-
tions, namely the 3 - stress tensor, and other parts, namely the energy density, belong to the basic
fields. Therefore we perform as usual the following 3-1 decomposition

ε := Tαβ
1
c2 uαuβ , energy density,

tαβ := hαγ Tγ σ hσβ , stress tensor,
qα := −hασ Tγ σ uγ , heat flux density,
pβ := hασ Tσγ uγ , momentum density.

Herehαβ is the projection tensor perpendicular to the 4-velocity:

hαγ := gαγ + 1

c2
uαuγ = hγ α.

Now we introduce the 18 basic fields:

{ε,n,uα, gαβ , Sαβ }(xα),

and the remaining 19 constitutive equations:

{tαβ,qα , pβ , Sα}(xα).

Dealing with Riemann geometry one finally have to satisfy some constraints:

uαuα = −c2, normalisation of the the 4-velocity,

gαβ
!= gβα , symmetry of the metric,

gαβ;γ
!= 0, vanishing of the non-metricity,

{αβγ } = F(gαβ , gαβ,γ ), symmetric connection as a function of the metric

and the first partial derivative of the metric,
Aα;β = Aα,β − {σαβ }Aσ , covariant derivative according to the geometry.
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3. State Space

Because the system of equations (1) to (4) is underdetermined one has to introduce the constitu-
tive equations which depend on of state space variables, which are characterizing the material.

By introducing the state space one get balances on the state space in the following form:

Aβ
;β
(Z) = a, or Aαβ

;β
(Z) = aα .

Here the symbol Z represents all state space variables.

If we want to to describe material under the influence of gravitation we have to introduce
a state space inducing variables which describe gravitational effects. Hence in general the state
space looks like

Z = Z(Ztherm, Zgrav)

HereZgrav is the set of variables which describes effects of gravitation, andZtherm are all other
variables [3, 4, 5].

3.1. First derivative state space

First of all we have a look on state spaces which containes first derivatives:

Z I = Z(Ztherm, Ztherm
;α , Zgrav, Zgrav

;α
) = Z(Ztherm, Ztherm

;α , gαβ , gαβ;γ︸ ︷︷ ︸
≡0

)

This chosen state space consists of covariant quantities. If we decompose the covariant derivative
of a tensor of first order

Aα;β = Aα,β − {σαβ }Aσ ,

and similary for tensors of higher order the state space writes

Z I = Z(Ztherm, Ztherm
,α , gαβ , {αβγ }).

Here the state space is spanned by non-covariant quantities, but the constitutive equations on it
depend on covariant combinations of these non-covariant state space variables.

3.2. Second derivative state space and the principle of minimal coupling

Next a second derivative state space is discussed:

Z I I = Z(Ztherm, Ztherm
;α , Ztherm

;αβ , gαβ , gαβ;γ︸ ︷︷ ︸
≡0

, gαβ;γ δ, R̃αβγ δ).

With respect toAα;[βγ ] = R̃σ
αβγ Aσ one can replace the skew-symmetric part of the second

covariant derivatives by the Riemann curvature tensor and the quantity itself. Consequently we
obtain

Z I I = Z(Ztherm, Ztherm
;α , Ztherm

;(αβ)︸ ︷︷ ︸
symmetric part

, gαβ , R̃αβγ δ).

As done before one can rewrite this state space containing only partial derivatives

Z I I = Z(Ztherm, Ztherm
,α , Ztherm

(,αβ) , gαβ , {αβγ }, {αβγ },δ).
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By introducing this second derivative state space we are in trouble with theprinciple of minimal
coupling. It states that second derivative state spaces must not include the curvature tensor or
the the partial derivative of the connection (or equivalently in Riemann geometry the second
derivative of the metric). Theprinciple of minimal couplingguarantees that the equivalence
principle holds. So we have to removẽRαβγ δ , Ztherm

;[βγ ] and{αβγ },δ from the state space, and we
get a second derivative state space obeying theprinciple of minimal coupling

Z I I = Z(Ztherm, Ztherm
,α , Ztherm

(,αβ) , gαβ , {αβγ }).

With respect to the variables which are introduced to describe the effects of gravitation this state
space looks likeZ I .

3.3. State space without derivatives

A state space which contains no derivatives is:

Z0 = Z(Ztherm, gαβ ).

The higher (directional) derivatives belonging to this state space areZtherm
,α and{αβγ } or gαβ,γ ,

respectively. But the Ricci tensor and the curvature scalarin Einstein‘s field equations depend
on the partial derivatives of the Christoffel symbols or theof the connection, respectively. These
quantities are no higher derivatives with respect toZ0. Consequently the Einstein equations do
not determine higer derivatives of the chosen state space inthis case. ThereforeZ0 does not fit
to Einstein‘s equations and we cannot use it.

Now we have to exploit the dissipation inequality.

4. LIU’s procedure

Balances
Constitutive
Equations

State Space

Liu Procedure

constraints by the 
dissipation inequality

A general balance looks like
Aαβ;β (Z) = aα .
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Applying the chain rule with respect to the chosen state space variables we obtain

⇐⇒ aα︸︷︷︸
∈B

= ∂
∂ Z (Aαβ)Z,β − {σαβ }Aβ

σ − {βσβ}Aσ
α︸ ︷︷ ︸

∈B

.

Only the first term on the right hand side contains quantitieswhich are higher higher derivatives
than those included in the state space. So one can split the terms in such containing higher
derivatives and such which do not. Rewriting the balances and the dissipation inequality we
obtain then in the form

A · y − B = 0,

α · y − β ≥ 0.

Here areA, B, α andβ state functions depending on the constitutive properties and y represents
the process direction in the chosen state space. The equations above are linear iny.

DEFINITION 1. All constitutive equations being compatible with the chosen state space and
satisfying the balances and the dissipation inequality determine theclass of materials([6], [7]).

There exist two possibilities to find this class of materials:

• For fixedA, B, α andβ certainy are excluded,

• For all possibley the A, B, α andβ have to be determined in such a way, that the dissi-
pation inequality is satisfied.

Starting out with the Coleman-Mizel formulation of the second law that all solutions of the
balances are satisfying the dissipation inequality

A · y − B = 0 H⇒ α · y − β ≥ 0,

Liu‘s proposition is valid:

α(Z) = 3(Z) · A(Z),

3(Z) · B(Z) ≥ β(Z).

This expresses that the entropy productionσ := 3(Z) · B(Z)−β(Z) ≥ 0 is independent of
the process direction and so the second possibilty for finding the class of materials holds. These
equations are the so-called LIU equations. By eliminating the lagrange parameters3 from the
LIU equations and inserting them into the dissipation inequality we obtain constraints restricting
the possible materials.

5. Weyssenhoff fluid in Riemann geometry

A covariant description of a classical fluid with spin in Riemann spacetime can be obtained by
generalising the work of Weyssenhofff and Raabe as it is doneby by Obukhoy and Piskareva [8],
[9] and [10].

Tensors of spin and energy-momentum for the Weyssenhoff dust are postulated to be:

Sα
βγ

!= uα Sβγ ,

Tαβ = T̂αβ
!= uα Pβ .
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Here isSβγ the skew symmetric spin density, satisfying the Frenkel condition uβ Sβγ = 0 =
uγ Sβγ , uα the 4-velocity andPβ the 4-vector density of energy-momentum. The explicit form

of Pβ can be derived from the spin conservation lawT̂[αβ] = 2∇̃γ Sγ
αβ

T̂[αβ] = uα Pβ − uβ Pα = 2∇̃γ Sγ
αβ .(6)

Taking into account the definitionuα Pα = ε whereε is the the energy density we obtain from
(6) by contracting with the 4-velocityuβ :

Pα = εuα + 2uβ2∇̃γ Sγ
βα.(7)

Inserting (7) into (6) one obtain the motion of spin, which describes the rotational dynamics of
the fluid.

Assuming that the elements of the medium interact in such a way that Pascal law is valid
we get the model for an ideal spinning fluid. By doing this we have to modify the stress tensor
given above for the description of dust by the contribution of the isotropic pressure

T̂α
β

!= uα Pβ − p(δαβ − uαuβ ) = −pδαβ + uα [uβ (ε + p)+ 2uσ ∇̃γ uγ Sσα].(8)

Taking the divergence of the Einstein field equations (4) onegets after 3-1-decomposition with
respect to (8) the equations for the tranlational dynamics in 3-1- decomposition:

0
!= T̂ (α

β);α





0 = (p + ε)uα(uβ;α)+ (−δαβ + uαuβ )p;α+
+2[uα Sβγ uσ uγ

;σ
];α + Rγ σαβ Sγ σ uα

0 = (p + ε)uα
;α

+ uαεα

As it is shown above the spin enters in the spatial part of the symmetric energy-momentum
tensor. So the spin is over the energy connected to the Einstein gravitation equations and in this
sense connected to the geometry. But there exist no direct geometric quantity with which the
spin is coupled and further on any skew symmetric parts of thebalances stands alone. So one
can say that Einstein gravitation field theory can deal with the physical quantity spin but say
nothing about the skew symmetric parts which appear in the balances.

6. Conclusions

As usual in constitutive theory the split of the fields into basic fields and constitutive equations
is also possible, if gravitation is taken into account. The non-relativistic state space is extended
by geometrical variables induced by curvature which describe its influence on constitutive prop-
erties. Although the choice of the state spaces is free in principle, some restrictions appear in
Riemann geometry: Because Einstein‘s field equations contain the second derivatives of the met-
ric, its first derivatives have to be included among the statevariables in form of the Christoffel
symbols (connection) or the partial derivatives of the metric itself. This involves that the state
space is spanned by non-covariant quantities. But nevertheless constitutive properties are de-
scribed by covariant combinations of these non-covariant quantities. A second consequence is ,
that state spaces containing only the metric as a geometrical variable cannot be used.

The second derivative state spaces have a speciality:
They have to obey theprinciple of minimal coupling. This principle runs as follows: sec-
ond derivative state spaces do not include the curvature tensor or the partial derivatives of the
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Christoffel symbols (or those of the connection). From a physical point of view this principle
states, that there are no materials by which the curvature ofspace-time can be measured by
observing constitutive properties. This principle of minimal coupling is related to the equiva-
lence principle which states, that for free falling, non-rotating observers locally the curvature of
space-time vanishes.
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CONSTITUTIVE THEORY IN GENERAL RELATIVITY:

SPIN-MATERIAL IN SPACES WITH TORSION

Abstract. Some of the problems arising in general relativistic constitutive the-
ory can be solved by using the Riemann-Cartan geometry, a generalization of the
Riemann geometry containing torsion. As an example the ideal spinning fluid
(Weyssenhoff fluid) is discussed and different results for Einstein and Einstein-
Cartan theories are compared.

1. Introduction

It is possible to formulate a relativistic constitutive theory in the framework of Einstein’s theory
of gravitation [1], but there are several unsatisfying points. One problem is that only symmet-
ric energy-momentum tensors are compatible with the field equations, another problem is that
the energy-momentum tensor has to have a vanishing divergence (this is also a consequence of
the field equations). Other problems arise from the principle of minimal coupling. One can
expect, that at least some problems can be solved by using a generalized theory of gravitation
that includes spin (angular momentum) as source of gravitation. The Einstein-Cartan theory of
gravitation is such a generalized theory, it is based on a spacetime with curvature and torsion,
the Riemann-Cartan geometry.

2. Einstein-Cartan theory

2.1. Geometry

There is a general connection0, which is different from the Christoffel symbol. This connection
is not symmetric, the antisymmetric part defines the torsion� , which is a tensor of degree 3. The
torsion vector is defined by a contraction of the torsion withrespect to the first and third indices:

� · ·κ
µλ · := 0κ

[µλ]

�λ := 3

2
� · ·µ
µλ ·

It is possible to represent the connection as a combination of the Christoffel symbol and the
so-called contorsion:

0κ
µλ = { κ

µλ}
︸︷︷︸

Christoffel symbols

+ � · ·κ
µλ · − � ·κ ·

λ ·µ + � κ · ·
·µλ︸ ︷︷ ︸

Contorsion

∗We would like to thank H.-H. von Borzeszkowski and Thoralf Chrobok for interesting discussions and
introduction to geometries with curvature and torsion. We would also like to thank the VISHAY Company,
D-95085 Selb and the Deutsche Forschungsgemeinschaft for financial support.
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The tensor of curvature and the Ricci tensor are defined as usual:

R · · ·κ
νµλ = 2∂[ν0

κ
µ]λ + 20κ

[ν|ρ|0
ρ
µ]λ

Rµλ := R · · ·κ
κµλ

The covariant derivatives are defined in the same way as in Riemann geometry, but the symmetric
Christoffel symbols are replaced by the non-symmetric connection0:

uν
· ;µ = uν

· ,µ + 0ν
λµuλ

uλ;µ = uλ,µ − 0ν
λµuν

2.2. Field equations

It is possible to derive field equations by a variation principle [2]. The variation of the special
Lagrange density�(gµν, 0

α
µν, φ, ∂muφ) given in [2] with respect to tetrades and connection

results in two sets of field equations with curvature and torsion:

Rµν − 1

2
gµν R = κTµν(1)

� · ·µ
αβ + 3δµ[α�β] = κS· ·µ

αβ

geometry ⇔ material

The first set of field equations reads the same as in Einstein theory, but neither the Ricci tensor
nor the energy-momentum tensor are symmetric. Both sides ofthis equation are not divergence-
free, in contrast to Einstein’s theory. The second set of thefield equations connects the torsion
with the spin-tensor, which is a constitutive function.

Differentiating the Einstein-Cartan tensor, i.e. the leftside of the first set of field-equations
(1) and contracting over the second index results in the following equations (the contracted
Bianchi identity):

∇κ (R
·κ
ν − 1

2
δκν R) = 2� · ·ρ

νκ R ·κ
ρ − � · ·ρ

κµ R · ·µκ
νρ

Using the field equation one finds that the divergence of the energy-momentum tensor is given
by:

H⇒ κ∇κ T ·κ
ν = 2� · ·ρ

νκ R ·κ
ρ − � · ·ρ

κµ R · ·µκ
νρ

In contrast to the Einstein theory the divergence of the energy-momentum tensor does not vanish
anymore, but is geometrically determined.

2.3. Balances

It is possible to derive balances for the energy-momentum and for the spin from the field equa-
tions. This can be done by splitting the first set of field equations into a symmetric and an
antisymmetric part:

R(µν) − 1

2
g(µν)R = κT(µν)

R[µν] = κT[µν]
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By taking the divergence of the symmetric equation and usingthe contracted Bianchi identity
one can derive the balance of energy-momentum:

(2) (∇ν − 3�ν)T
ν
·µ + 2� · ·α

µβ Tβ
·α + S· ·ν

αβ Rαβ
· ·µν = 0

The balance of angular momentum can be directly derived fromthe antisymmetric part by using
a geometrical identity for the antisymmetric part of the Ricci tensor and the second set of field
equations:

(∇α − 3�α) (� · ·α
µλ + 3δα[µ�λ])︸ ︷︷ ︸

κS· ·α
µλ

= κT[µν](3)

The balance of angular momentum connects the change of the spin tensor to the antisymmetric
part of the energy-momentum-tensor.

3. Weyssenhoff fluid

3.1. Heuristic description

Now the Weyssenhoff fluid [3] will be discussed as it is done byObukhov and Korotky [4].

The Weyssenhoff fluid is defined as an ideal spinning fluid. A spin density is now introduced
as a skew-symmetric tensor:

Sµν = −Sνµ

The spin density is spacelike, what is ensured by the Frenkelcondition:

Sµνuν = 0

The constitutive assumptions (postulates) for a Weyssenhoff fluid are as follows:

• The spin tensor is a function of the spin density and the following constitutive equation is
assumed:

S· ·µ
αβ = uµSαβ

• The energy-momentum tensor should be a function of the energy-momentum density, and
is defined as follows:

Tµ
·α = uµ Pα

Next one calculate the explicit form of the energy-momentum-densityPα. This can be done by
starting out with the antisymmetric part of the energy-momentum tensor (3) and (4):

2T[µν] = uµ Pν − uν Pµ = 2(∇α − 3�α)S
· ·α
µν

• and with the usual definition of the internal-energy

uµ Pµ
!= ε

one obtains:
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−c2Pν = εuν + 2uµ(∇α − 3�α)(u
α Sµν)

Tµ
·ν = − 1

c2
εuµuν − 1

c2
2uµuα∇β S· ·β

αν

If it is now assumed, that the interaction between the elements of the fluid is given in such a way
that

• Pascal law is valid, one has to modify the equations by an isotropic pressure:

T̂µ
·ν = + 1

c2
pδµν − 1

c2
uµ(uν(ε + p)+ 2uα∇β S· ·β

αν )

3.2. Exploiting the 2nd law

Balances

From the thermodynamical point of view the correct way wouldbe to write down the balances
and the constraints and for deriving restrictions to the constitutive equations by use of the Liu
procedure.

First there is the balance of particle number density which is given in the same way as in
Einstein’s theory:

∇µNµ = 0 = (nuµ);µ

Next there are the balances of energy-momentum and angular momentum, which are given by
the geometrical identities (2) and (3):

(∇ν − 3�ν)Tν
·µ + 2� · ·α

µβ Tβ
·α + S· ·ν

αβ Rαβ
· ·µν = 0

(∇α − 3�α)S
· ·α
µλ = T[µν]

The next equation one needs is the balance of entropy, representing the second law of thermody-
namics

∇µ6
µ = (suµ);µ + sµ

· ;µ
≥ 0

and the field equations are

Rµν − 1

2
gµν R = κTµν

� · ·µ
αβ + 3δµ[α�β] = κS· ·µ

αβ

Other constaints, as there are the normalization of the 4-velocity and the form of the covariant
derivative have also to be taken into account.

We now choose the state space for an ideal fluid with spin. Thisstate space has to contain
the wanted fields, the metric and the connection:

� = {n,uα, ε, Sαβ, gαβ , 0
γ
αβ }
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Liu procedure

In order to apply Liu’s procedure [5, 6, 7] one has to insert the explicit form of the covariant
derivative into the balances and then use the chain rule for differentiating the constitutive quan-
tities.

Next the balances and constraints have to be rewritten in matrix formulation:

A · y + B = 0,

α · y + β ≥ 0

PROPOSITION1 (COLEMAN-M IZEL -FORMULATION OF THE2ND LAW [8]).
If Z is no trap, the following inclusion is valid for all y:

A · y = −B H⇒ α · y ≥ −β

that means, all ywhich are solutions of the balances satisfy the dissipationinequality.

Then one can apply Liu’s proposition, which runs as follows:

PROPOSITION2 (LIU [5]). Starting with proposition 1 one can show:

In large state spaces exist state space functions3 so that the constitutive equations satisfy the
Liu relations

(4) 3 · A = α,

and the residual inequality

(5) −3 · B ≥ −β.

From (4) and (5) we obtain the restrictions to the constitutive equations we are looking for.
Taking these restrictions into account we obtain constitutive equations which are in accordance
with the second law of thermodynamics.

4. Comparison of Einstein and Einstein-Cartan theory

We now discuss differences and similarities of Einstein andEinstein-Cartan theories with respect
to coupling of constitutive properties to geometry.

In Einstein-Cartan theory with non-vanishing torsion and curvature the spin couples to
torsion, and the energy-momentum tensor which is spin-dependent, non-symmetric, and not
divergence-free couples to curvature. If the torsion vanishes, also the spin tensor and the skew-
symme-tric part of the energy-momentum tensor vanish.

In Einstein theory with vanishing torsion and non-vanishing curvature the spin appears as in
Einstein-Cartan theory in the non-symmetric and not divergence-free energy-momentum tensor
which is split into its symmetric and skew-symme-tric part.The divergence-free symmetric part
couples by the Einstein equations to curvature, whereas theskew-symmetric part does not couple
to any geometric quantity. It represents the source in spin balance.

In Minkowski theory being flat and torsion-free there are no geometric objects to which
spin and energy-momentum tensor can couple. If we regard Minkowski and Einstein theory as
special cases of the Einstein-Cartan theory all having the same type of coupling, then Einstein
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theory has to be spin-free and Minkowski theory is only validin vacuum. Of course, this is not
the case by experience and therefore we have to regard these three theories as having different
types of coupling to constitutive properties.

5. Conclusion

As dicussed above the energy-momentum tensor of the Weyssenhoff fluid was obtained by use
of a variational problem without taking into account the second law of thermodynamics. This
variational problem generates the balance equations of energy-momentum and spin which now
are supplemented by the dissipation inequality. The Liu procedure of exploiting this dissipation
inequality generates restrictions to the constitutive quantities energy-momentum and spin.
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DYNAMICS IN QUANTUM THERMODYNAMICS

Abstract. A thermodynamical system being in contact with its environment is in-
vestigated by use of quantum-thermodynamical description. Since the considered
system can only described by a restricted set of relevant observables, it performs
an irreversible non-equilibrium process. Different statistical operators accompa-
nying the non-equilibrium process are investigated, if their dynamics determine
the expectation values of the set-variables correctly in time. The positivity of the
entropy production of one of the dynamics is discussed.

1. Introduction

Thermodynamics is the theory of non-equilibrium systems. The main problem that arises, if
we want a quantum mechanical description of thermodynamics, is how to get irreversibility into
the reversible theory of quantum dynamics in order to get a positive entropy production. One
possibility is to introduce dissipative terms into SCHRÖDINGER’s equation or into theVON NEU-
MANN dynamics. This leads to an irreversible quantum theory (seefor instance [1]). An other
possibility is this mesoscopic description of a thermodynamic system using only its restricted
macroscopic information with respect to the observables. The microscopic background theory
remains unchanged (see for instance [2], [3]). There is alsoa combination of these two meth-
ods treated in [4], [5]. We will use here the second one of the above-mentioned methods, the
mesoscopic theory using conventional microscopic dynamics.

Let us consider a discrete system� . The interaction between� and its environment shall
be completely described by their heat exchange, power exchange and material exchange. Such
systems are called SCHOTTKY systems according to [6]. Let� be included in an isolated system,
so that we can call that part of the isolated system, that is not � , the environment� .

�

�

�����	
� ��
����� ���	



Since the isolated compound system does not interact with any environment, we can choose
a quantum mechanical description using its density matrix satisfying theVON NEUMANN dy-
namics.

The mesoscopic description of� is based on the choise of a restricted set of observables

∗Financial support by the VISHAY Company, D-95085 Selb, is gratefully acknowledged.
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that are relevant to the considered problem. This set of relevant observables which have to be
linearily independent of each other is calledbeobachtungsebene[7]

�
:= {G1, . . . ,Gn}

Gi = G+
i for all i ∈ {1, . . . ,n} .

Let us introduce the abbreviation

G := (G1 . . .Gn)
t .

The expectation values of those observables are given by

gi := tr (Gi %) for all i ∈ {1, . . . ,n}
or g := tr (G%) ,

if % is the microscopic density operator of the considered isolated compound system.

In the standard situation, the observablesG of the beobachtungsebene depend on some work
variablesa1(t), . . . ,am(t). This is for instance the case, if we vary the volume of the considered
discrete system� with a piston during the experiment. The abbreviation

a := (a1 . . .am)
T

will be used henceforth.

On the mesoscopic level of description we are not interestedin the exact microscopic state%,
but in the expectation valuesg = tr (G%) of the observables which we are able to measure. For a
chosen set of observablesG(a), there exist a lot of microscopical states that are macroscopically
indistinguishable, because their expectation valuesg are the same. In this context, we can define:

A density operator̂% is calledaccompanying process of% with respect to
�

, if

tr
(
G(t) %(t)

)
= tr

(
G(t) %̂(t)

)

tr %̂(t) = 1 tr ˙̂%(t) = 0 for t ∈ � .

We are now free to choose any of the accompanying processes for describing the original
process.

2. Dynamics of accompanying processes

2.1. Canonical dynamics

The accompanying process%̂ of % with respect to
�

that maximalizes the entropy of the consid-
ered system will be denoted asR:

(1) S� := −k min
%̂
(tr (%̂ ln %̂)) = −k tr (R ln R) .

Herek is the BOLTZMAN constant.R has the following form [8] [9]:

(2) R = 1

Z
e−λ·G

with the partition function

(3) Z := tr e−λ·G .
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R is calledgeneralized canonical operator(with respect to
�

). Theλ are called Lagrangian
multipliers. Dynamics which preserve the canonical form ofthe density operator of maximal
entropy for all times are calledcanonical.

From (2) and (3) we can see that the generalized canonical operator depends on theλ and
theG(a). Thus we can derive the canonical dynamics as follows:

Ṙ = ∂R

∂a
· ȧ + ∂R

∂λ
· λ̇ ,

and the coefficients are calculated in [2]. Inserting them wecan state:

Canonical dynamicsis given by

Ṙ = Rλ ·
(

tr

(
R
∂G
∂a

)
− ∂�
∂�

)
· ȧ + R

(
tr (RG)− �

)
· λ̇

with

� :=
∫ 1

0
eµλ·G G e−µλ·G dµ

∂�
∂� :=

∫ 1

0
eµλ·G ∂G

∂a
e−µλ·G dµ .

2.2. The relevant part of the density operator

The vector space of linear operators on HILBERT space is called LIOUVILLE space� [10].
For instance the density matrix and the observables are elements of this space. Now we can
introduce linear mappings on� , so-called super-operators. An example of a super-operator is
the LIOUVILLE operator (5). Here super-operators are interesting which enable us to derive
dynamics of the generalized canonical operator.

Since the operators in a chosen beobachtungsebene do not form a complete base in the
L IOUVILLE space� , the density matrix has for this particular beobachtungsebene a relevant
part, which contributes to the calculation of expectation values, and an irrelevant part, which
does not show any effect on the trace in the expectation values:

%(t) = %rel(t)+ %irrel (t)

with

tr
(
G(t) %(t)

)
= tr

(
G(t) %rel(t)

)
,

0 = tr
(
G(t) %irrel (t)

)

tr%rel(t) = 1 , tr %̇rel(t) = 0 .

The isolation of these two parts is achieved by a linear mapping on� . This operator transforms
the VON NEUMANN equation – the quantum-mechanical dynamics of the density operator in
SCHRÖDINGER’s picture

(4) %̇(t) = −i L %(t)

– into a mesoscopic dynamics of the generalized canonical operator. Here,L is the LIOUVILLE

operator

(5) L X := 1

h̄
[� , X] .
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(For more detailed information about the relevant/irrelevant part of% see [11].)

There are two different methods to isolate the relevant partof the microscopic density oper-
ator. This mapping can be either linear or local linear.

1. relevant part by alinear mapping

(6) %rel(t) = P(t) %(t) ,

2. relevant part by alocal linear mapping

(7) %̇rel(t) = P(t) %̇(t) .

Here,P(t) is supposed to be an idempotent super-operator, because it is desirable that

P(t) %rel(t) = %rel(t)

or
P(t) %̇rel(t) = %̇rel(t)

is valid. Let us define the operator

Q(t) := 1 − P(t) .

If P is idempotent,Q is idempotent, too.

We can also project an accompanying process instead of the microscopic density operator.
Both procedures should yield the same relevant part, because both%̂ and% describe the same
macroscopic state and yield the same expectation values.

P(t) %(t) = P(t) %̂(t) = %rel(t) ,

respectively
P(t) %̇(t) = P(t) ˙̂%(t) = %̇rel(t) .

Fick-Sauermann dynamics

The case (6) in whichP maps%(t) specially toRrel(t) (cf. [8] [9]) has been treated by FICK and
SAUERMANN [10]. Starting out with theVON NEUMANN equation (4) they derived the
Fick-Sauermann dynamics

Ṙrel(t) = −i
(
P(t) L(t)+ i Ṗ(t)

)
Rrel(t)(8)

−
∫ t

t0

(
P(t) L(t)+ i Ṗ(t)

)
T(t, s)

(
Q(s) L(s)

− i Ṗ(s)
)

Rrel(s)ds

with

∂

∂s
T(t, s) = iT (t, s)

(
Q(s) L(s)− i Ṗ(s)

)
,

T(t, t) = 1 ,

and
%(t0) = Rrel(t0) .
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One possible operatorP for this dynamics is the
Kawasaki-Gunton operator[12]

PKG : � → �

(9) PKG X := Rrel trX + ∂Rrel

∂g
· (tr (G X)− g trX) .

In this case, the dynamics (8) is an implicit differential equation, becausėRrel is included in
ṖKG(t), which appears on the right hand side of the equation.

Robertson dynamics

Let us consider the dynamics using the local linear mapping (7). This case has been treated by
ROBERTSON[13]. He started out with theVON NEUMANN equation (4) and assumed that%rel(t)
preserves the form of the generalized canonical operator for all time:

(10) Ṙrel(t) = P(t) %̇(t) .

Then he derived the so-calledRobertson dynamics

(11) Ṙrel(t) = −i P(t) L(t) Rrel(t)−
∫ t

t0
P(t) L(t)T(t, s) Q(s) L(s) Rrel(s) ds

with

∂

∂s
T(t, s) = iT (t, s) Q(s) L(s) ,(12)

T(t, t) = 1 ,(13)

%(t0) = Rrel(t0) .(14)

Although ROBERTSONderived this dynamics only for constant work variables, thedynam-
ics remains its form also for time dependent work variables.However, we must now use an
another mappingP(t) than the ROBERTSONoperator [13] or the KAWASAKI -GUNTON oper-
ator (9), which are used in ROBERTSONdynamics, because they only satisfy (10) if the work
variables are constant in time. This problem is treated in [14] and partly in [15], too.

3. Positivity of entropy production

From (1) and (2) we get for the rate of entropy in canonical dynamics [2]:

(15) Ṡ = −k tr (Ṙ ln R) = k tr (λ · G Ṙ) .

The rate of entropy in an isolated system is calledentropy productionσ :

(16) σ := Ṡ
∣∣∣
ȧ=0, Q̇=0, ṅ=0

.

Considering a system� in contact with its environment� during a contact time1t , that is suf-
ficiently short, conduction problems are out of scope and exclusively the contact problem can
be treated. If all the quantum mechanical drift terms [5] arevanishing in the chosen beobach-
tungsebene

v := −i tr (GL R) = 0
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and if we make a short time approximation (Taylor-expansionand neglecting quadratic and
higher powers of1t), the FICK-SAUERMANN dynamics using the KAWASAKI -GUNTON ope-
rator transforms intocontact time dynamics[15]

Ṙrel = PKG Rrel − (PKG L + i ṖKG)(L − i ṖKG) Rrel1t .

The corresponding rate of entropẏS and the entropy productionσ of � can be calculated by
inserting (8) into (15) and (16):

σ = Ṡ
∣∣∣
ȧ=0, Q̇=0, ṅ=0

= k (i λ · L G
∣∣ i λ · L G)1t ≥ 0 .

Here, the parentheses stand for the generalized MORI product [16]

(F
∣∣G) :=

∫ 1

0
tr (Rrel F+ Ru

rel G R−u
rel ) du

which is a scalar product.

So it is possible to show the positivity of entropy production using this formalism.

4. Outlook

The question we are investigating is, if the maximum entropyprinciple is valid for systems in
non-equilibrium, too. At this point, we can say that there are good prospects to answer this
question in the near future using the formalism of quantum thermodynamics presented here.
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DESIGNING TEXTURED POLYCRYSTALS WITH SPECIFIC

ISOTROPIC MATERIAL TENSORS: THE ODF METHOD

Abstract. Herein we study the following problem: Suppose we are given asupply
of grains, which are of the same material and have equal volume. Given a finite
set of material tensors

� (i ), can we find an arrangement of grains in an aggregate
so that all the tensors

� (i ) pertaining to this aggregate are isotropic? In this paper
we examine the preceding problem within the special contextof physical theories
where material anisotropy of polycrystalline aggregates is determined by crystal-
lographic texture, and we restrict our attention to tensorswhose anisotropic part is
linear in the texture coefficients. A method is developed by which the preceding
problem is answered positively for tensors of various orders and grains of vari-
ous crystal symmetries. Our method uses the machinery developed in quantitative
texture analysis. It is based on the symmetry properties of the orientation distribu-
tion function (ODF) and appeals to some recent findings on howcrystallographic
texture affects material tensors of weakly textured polycrystals. As illustration,
explicit solutions are worked out for the fourth-order elasticity tensor and for the
sixth-order acoustoelastic tensor.

1. Introduction

Consider an aggregate� of N linearly elastic cubic crystallites
�

α , which are of the same
material and have equal volume. Let a reference crystallite

�
o be chosen, and let� o be its

elasticity tensor. For a rotationR and fourth-order tensor
�

, let R⊗4 be the linear transformation
on the space of fourth-order tensors such that

�̃ ≡ R⊗4� has its Cartesian components given by

H̃i j kl = Rip Rj q Rkr Rls Hpqrs,

whereRi j andHpqrs denote the components ofR and of
�

, respectively, and repeated suffixes
mean summation from 1 to 3. Under the Voigt model, the effective elasticity tensor of the
aggregate� is given by

(1) � = 1

N

N∑

α=1

R⊗4
α � o,

where the rotationRα defines the orientation of
�

α with respect to
�

o. Recently Bertram et al.
[1, 2], in the course of their work on texture-induced elastic anisotropy that results from finite

∗Man first learnt of the work of Bertram et al. when he visited Dr. Roberto Paroni at Carnegie Mellon in
December 1998. He thanks Dr. Paroni for the stimulating discussions. We are grateful to Professor Albrecht
Bertram for sending us preprints of their papers [1, 2]. The findings reported here were obtained in the course
of work supported in part by a grant from the National ScienceFoundation (No. DMS-9803441) and by a
DoD EPSCoR grant from AFOSR (No. F49620-98-1-0469).
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plastic deformations of polycrystals, raised and answeredthe following question: What is the
smallest numberN of cubic grains required and how should they be arranged (i.e., determineRα

for α = 1,2, ..., N) so that� is isotropic? They proved that the smallestN is 4 and determined
R1, ..., R4 for � in Eq. (1) to be isotropic. In their papers Bertram et al. showed also that each
arrangementRα (α = 1, ..., N) which delivers an isotropic� under the Voigt model also renders
the effective elasticity tensor isotropic under the Reuss model and under the “geometric mean”
estimate [3, 4].

For broader applications, naturally one would ask analogous questions that pertain to ag-
gregates of grains of other crystalline symmetries and to other material tensors. For example,
the sixth-order acoustoelastic tensor [5, 6] figures prominently in problems that concern wave
propagation in prestressed solids; in some formulations [7], yield functions and flow rules in
plasticity involve not only fourth-order tensors but also sixth-order and even higher order ten-
sors. For definiteness, let us paraphrase the problem that weshall investigate in this paper as
follows: Suppose we are given an unlimited supply of grains

�
α , which are of the same mate-

rial, have equal volume, and have crystal symmetry characterized by the group�cr. We consider
aggregates� made up of a finite numberN of grains

�
α . Given a finite set of material tensors� (1), . . . ,

� (s), find a numberN and an arrangement of grains
�

α for which theN-grain aggre-
gate� has all its tensors

� (i ) (i = 1, . . . , s) isotropic. To reduce the foregoing to a manageable
mathematical problem, we shall restrict our discussion to aspecial class of physical theories
where material anisotropy of polycrystalline aggregates is determined by crystallographic tex-
ture (i.e., the preferred orientations of the constitutinggrains), and we shall only consider what
we call tensor functions of class (*) (see Definition 2 in Section 3 for a precise definition). Prime
examples are tensors of polycrystals defined by orientational averaging (e.g.,� in Eq. (1)) and
material tensors of “weakly textured” polycrystals [8, 9].

In their papers [1, 2], Bertram et al. restricted their attention to fourth-order tensors and to
aggregates of grains with cubic symmetry. As far as we can discern, the methods that they devel-
oped are applicable only for those special circumstances. To tackle our more general problem,
we shall appeal to the machinery developed in quantitative texture analysis [10, 11, 12], in par-
ticular the restrictions that crystal and texture symmetryimpose on the orientation distribution
function (ODF), and draw on some recent findings of Man [8, 13]with regard to how crystal-
lographic texture affects material tensors of weakly textured polycrystals. Since the expansion
coefficientscl

mn of the ODF (see Eq. (9) in Section 2.2) play a crucial role in the present work,
we call the approach developed in this paper for designing polycrystals with specific isotropic
material tensors theODF method.

As the reader will see in detail below, this method relies on finding suitable combina-
tions of crystal and texture symmetries which produce solvable systems of equations where
specific texture coefficientscl

mn of an aggregate are set equal to zero. In this paper we take
�cr to be a finite rotation group which satisfies the crystallographic restriction, i.e.,�cr =
C1,C2,C3,C4,C6, D2, D3, D4, D6, T , or O in the Schoenflies notation. Let� tex be a group
of texture symmetry. Unlike� cr, � tex need not observe the crystallographic restriction. The only
requirement on� tex is that it be a subgroup of the rotation group. Since we shall use various
� tex’s for building aggregates that consist of a finite number of crystallites, in this paper we use
only those� tex which are finite. In what follows, for a finite groupG, we write|G| for the order
of G.
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2. Preliminaries

In this section we recapitulate some facts about orientation measures and tensor representations
of the rotation group, which we shall use below. Throughout this paper, when we talk about
orientations of crystallites, it is understood that a reference crystallite has been chosen. The
orientation of a crystallite is then specified by a rotation with respect to the reference.

2.1. Tensor representations of the rotation group

Let V be the translation space of the three-dimensional Euclidean space, andV r ther -fold tensor
productV ⊗ V · · · ⊗ V . A rotationQ on V induces a linear transformationQ⊗r on Vr defined
by

(2) (Q⊗r � )i1···ir = Qi1 j1 Qi2 j2 · · · Qir jr H j1··· jr ,

where repeated suffixes mean summation from 1 to 3. The mapQ 7→ Q⊗r defines [14] a linear
representation of the rotation group SO(3) onVr . A subspaceZ ⊂ V r is said to be invariant
under the action of the rotation group if it remains invariant underQ⊗r for each rotationQ. Let
Q⊗r |Z be the restriction ofQ⊗r on Z. ThenQ 7→ Q⊗r |Z defines a linear representation of the
rotation group onZ. We refer to these representations of SO(3) on tensor spacesas tensor repre-
sentations. By formally introducing the complexificationVc of V andZc of Z (see Miller [14],
p. 105), we shall henceforth regard the tensor representations as complex representations. For
simplicity, we shall suppress the subscript “c” and continue to write the complex representations
asQ 7→ Q⊗r |Z.

In what follows we shall be concerned only with tensor spacesZ which remain invariant
under the action of the rotation group and, to specify the various types of tensors, we shall adopt
a system of notation advocated by Jahn [15] and Sirotin [16].In this notation,V2 stands for
the tensor productV ⊗ V , [V2] the space of symmetric second-order tensors,V [V2] the tensor
product ofV and [V2], [[ V2]2] the symmetric square of [V2] (i.e., the symmetrized tensor
product of [V2] and [V2]), [[ V2]3] the symmetric cube of [V2], [V2][[ V2]2] the tensor product
of [V2] and [[V2]2], ..., etc. For instance, the fourth-order elasticity tensor is of type [[V2]2],
and the sixth-order acoustoelastic tensor of type [V2][[ V2]2].

Following usual practice [16], we shall use the notation foreach type of tensor space (e.g.,
[[V2]2]) to denote also the corresponding tensor representation (e.g., Q 7→ Q⊗4|[[V2]2]).
Whether we really mean the tensor space or the correspondingtensor representation should be
clear from the context. The rotation group has a complete setof absolutely irreducible unitary
representations� l (l = 0,1, 2, ...) of dimension 2l + 1. Tensor representations of the rota-
tion group are, in general, not irreducible. Each tensor representationQ 7→ Q⊗r |Z can be
decomposed as a direct sum of subrepresentations, each of which is equivalent to some� l :

(3) Z = n0�0 + n1�1 + · · · + nr� r ,

wherenk is the multiplicity of� k in the decomposition. WhenZ = Vr , we always havenr = 1
in the decomposition formula. WhenZ is a proper subspace ofV r , somenk’s in Eq. (3) may be
equal to zero, but we must have dimZ =

∑r
k=0 nk(2k + 1). For example, we have

[[V2]2] = 2�0 + 2�2 + �4,(4)

[V2][[ V2]2] = 4�0 + 2�1 + 7�2 + 3�3 + 4�4 + �5 + � 6,(5)

and dim [[V2]2] = 21, dim [V2][[ V2]2] = 126. Here a term such as�6 in Eq. (5) denotes
a 2× 6 + 1 = 13 dimensional subspace of [V2][[ V2]2], over which the subrepresentation of
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Q 7→ Q⊗6 is equivalent to the irreducible representation�6. Decomposition formulae such as
Eqs. (4) and (5) above can be derived by computing the character of the tensor representation in
question [15, 17] or by other methods [16].

A tensor
� ∈ Z ⊂ Vr is isotropic if and only if it takes value in the subspacen0� 0, which

is a direct sum ofn0 1-dimensional subspaces invariant underQ⊗r . Thus we can read from Eqs.
(4) and (5) that isotropic elasticity and acoustoelastic tensors in [[V2]2] and [V2][[ V2]2] are
specified by two and four material constants, respectively.

In what follows we shall refer to formula (3) as the decomposition of the tensor spaceZ
into its irreducible parts.

2.2. Orientation measures

For brevity, henceforth we write� for the rotation group SO(3), which is a compact topological
group. LetC(� ) be the space of continuous complex functions on� . It is a Banach space under
the supremum norm. The elements ofC(� )∗, the dual space ofC(� ), are the Radon measures
on� . For f ∈ C(� ) andµ ∈ C(� )∗, we denote by〈µ, f 〉 the complex number that results when
µ is applied tof . Anticipating the applications that we shall investigate,we call positive Radon
measures℘ with ℘(� ) = 1 orientation measures, and we denote by� (� ) the set of orientation
measures on� . Under the weak∗ topology,� (� ) is compact inC(� )∗ (cf. [18], p. 19).

For Q ∈ � , the orientation measureδQ defined by

〈δQ, f 〉 = f (Q) for each f ∈ C(�)

is called the Dirac measure concentrated atQ. Discrete orientation measures are finite linear
combinations of Dirac measures

∑
i ai δQi , whereai > 0 for eachi and

∑
i ai = 1.

For orientation measures℘ and a fixed
� o ∈ Z ⊂ Vr , we consider (cf. Eq. (1))

(6)
�
(℘) =

∫
� R⊗r � od℘(R).

When the orientation measure℘ is absolutely continuous with respect to the Haar measure℘H
(with℘H (� ) = 1), the Radon-Nikodym derivatived℘/d℘H is well defined. Following common
practice, we call

(7) w = 1

8π2
d℘

d℘H

the orientation distribution function (ODF), and we may recast Eq. (6) in terms of the ODF as

(8)
�
(w) = 8π2

∫
� R⊗r � ow(R)d℘H (R).

If w is square integrable on� with respect to℘H , we may choose a spatial Cartesian coordinate
system and expandw in an infinite series as follows:

w(R(ψ, θ, φ)) = 1

8π2
+

∞∑

l=1

l∑

m=−l

l∑

n=−l

cl
mnDl

mn(R(ψ, θ, φ)),(9)

cl
mn = (−1)m+ncl

m̄n̄.(10)
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HereDl
mn are the WignerD-functions [19, 20];(ψ, θ, φ) are the Euler angles [11] corresponding

to the rotationR; z denotes the complex conjugate of the complex numberz, andm̄ = −m. We
call the expansion coefficients

(11) cl
mn = 2l + 1

8π2

∫
� Dl

mn(R)d℘(R)

the texture coefficients; they are related to Roe’s [11] coefficientsWlmn by the formula

Wlmn = (−1)m−n
√

2

2l + 1
cl
mn.

Let � 2(� ) be the set of orientation measures which are absolutely continuous and have their
corresponding ODF square integrable. Under the weak∗ topology,� 2(� ) is dense in� (� ),
because discrete orientation measures lie (see, e.g. [21])in the weak∗ closure of� 2(� ) and
they are dense in� (� ) (see [18], p. 27).

For any sequence(k)w of square-integrable ODF’s whose corresponding orientation mea-
sures(k)℘ converge weakly∗ to the Dirac measureδQ, by Eq. (11) their texture coefficients
(k)cl

mn converge to

(12) cl
mn = 2l + 1

8π2
Dl

mn(Q(ψ, θ, φ)).

We call thecl
mn’s given by Eq. (12) the texture coefficients pertaining to the Dirac measureδQ.

Likewise, we associate a unique set of texture coefficientscl
mn to each orientation measure℘.

Thus the texture coefficientscl
mn, originally defined on� 2(� ) by Eq. (11), are extended by

continuity to become weakly∗ continuous functions on� (� ).
Now consider an aggregate� which consists of a single crystallite

�
with crystal symmetry

specified by a point group�cr which is a subgroup of the rotation group� . Let Ncr be the order
of �cr, and letQ̌k (k = 1, ..., Ncr) be the elements of� cr. Suppose

�
assumes an orientation

specified by the rotationR0. The orientation measure of� is given by

℘ = 1

Ncr

Ncr∑

k=1

δk,

whereδk is the Dirac measure concentrated atR0Q̌k. The texture coefficients of� are then
given by

(13) cl
mn = 2l + 1

8π2
· 1

Ncr
·

Ncr∑

k=1

Dl
mn(R0Q̌k).

Let � (1) be a finite subgroup of� with elementsQ(1)
j , j = 1, ..., N1, whereN1 is the order

of � (1). Let � (1) be an aggregate ofN1 crystallites
�

j of equal volume, which have crystal

symmetry� cr and orientations specified byQ(1)
j R0. The texture coefficients of� (1) are:

(14) cl
mn = 2l + 1

8π2
· 1

N1
· 1

Ncr
·

N1∑

j =1

Ncr∑

k=1

Dl
mn(Q

(1)
j R0Q̌k).
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If the entire aggregate� (1) is rotated byR1, the rotated aggregate� (1)
R will have texture coeffi-

cients

(15) cl
mn = 2l + 1

8π2
· 1

N1
· 1

Ncr
·

N1∑

j =1

Ncr∑

k=1

Dl
mn(R1Q(1)

j R0Q̌k).

Let � (2) be a finite subgroup of� with elementsQ(2)
i , i = 1, ..., N2, whereN2 is the order

of � (2). Let � (2) be the aggregate ofN1 × N2 crystallites formed by replacing each crystallite
�

j in the aggregate� (1)
R , whose orientation isR1Q(1)

j R0, with N2 copies whose orientations

areQ(2)
i R1Q(1)

j R0 (i = 1, ..., N2). The texture coefficients of aggregate� (2) are:

(16) cl
mn = 2l + 1

8π2
· 1

N2
· 1

N1
· 1

Ncr
·

N2∑

i=1

N1∑

j =1

Ncr∑

k=1

Dl
mn(Q

(2)
i R1Q(1)

j R0Q̌k).

Let � cr = � (0), where� (0) ⊂ � is a specific point group. We call� (1), and� (2) aggre-

gates of type� (1)R0� (0), and� (2)R1� (1)R0� (0), respectively. (We shall take aggregate� (1)
R to

be of the same type as that of� (1).) In general, forp ≥ 1, for a set of rotationsR0, ..., Rp−1, and

finite subgroups� (1), ..., � (p) of the rotation group� , we can easily write down the formula for
the texture coefficientscl

mn that pertain to the aggregate of type� (p)Rp−1� (p−1)...� (1)R0� (0),

which consists ofNp × Np−1 × · · · × N1 crystallites of equal volume and with�cr = � (0),
namely:

(17) cl
mn = 2l + 1

8π2
· 1

Np
· ... · 1

N1
· 1

N0
·

Np∑

i p=1

...

N1∑

i1=1

N0∑

i0=1

Dl
mn(Q

(p)
i p

Rp−1 · · · Q(1)
i1

R0Q(0)
i0
),

where the order and elements of� (0) are denoted byN0 andQ(0)
i0

(i0 = 1, ..., N0), respectively.

3. The ODF method

Let wiso = 1/(8π2), the ODF when all texture coefficients are zero. Letm = 8π2℘H , and let
L2(� ,m) be the space of complex functions on� which are square integrable with respect to the
measurem. Let

�0 = { f ∈ L2(� ,m) :
∫
� f dm = 0},(18)

� = {w ∈ L2(� ,m) : w = wiso + f, where f ∈ �0}.(19)

All orientation distribution functionsw fall in � .

Letw be the ODF which characterizes the crystallographic texture of a polycrystalline ag-
gregate� . After � undergoes a rotationQ, its texture is described by a new ODF�Qw, which
is related tow, the ODF before rotation, by the formula

(20) �Qw(R) = w(QT R)

for each rotationR.
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The tensor function
�

: � (� ) −→ Vr , as defined in Eq. (6) by orientational averaging,
is weakly∗ continuous. When restricted to� 2(� ), the function

�
(·) can be taken as a function

of the ODF. This function is defined by Eq. (8), which makes sense for any argumentf in
L2(� ,m). As is apparent from Eq. (8), the extended functionf 7→ �

( f ) is strongly continuous
on L2(� ,m). Substituting Eq. (9) into Eq. (8), we observe that

(21)
�
(w) = �

iso + � ′
[w − wiso],

where
�

iso =
∫
� R⊗r � od℘H (R)

is the isotropic part of
�

, and

� ′
[w − wiso] = 8π2

∞∑

l=1

l∑

m=−l

l∑

n=−l

cl
mn

∫
� R⊗r � oDl

mn(R)d℘H (R),

the anisotropic part, is linear and strongly continuous on�0. From the invariance of the Haar
measure℘H , we observe immediately that

� ′
satisfies the constraint

(22)
� ′

[�Qw − wiso] = Q⊗r
(� ′

[w − wiso]
)

for each rotationQ.

Tensor functions defined by orientational averaging are prime examples of the class (*) of
material tensors that we study in this paper. We formalize this class with a definition.

DEFINITION 2. Let Z be a subspace of Vr which is invariant under Q⊗r for each rotation
Q. We say that a tensor function� : � (� ) −→ Z is of class (*) if

(i) � is weakly∗ continuous;

(ii) when restricted to� 2(� ),

(23) � (w) = � iso + � ′[w − wiso],

where� iso is isotropic and� ′[·] is linear and strongly continuous on�0;

(iii) � [·] observes the constraint

(24) � ′[�Qw − wiso] = Q⊗r (� ′[w − wiso]
)

for each rotation Q.

Besides tensors defined by orientational averaging, class (*) includes material tensors per-
taining to “weakly textured” polycrystals [8, 9]. Henceforth we shall consider only tensor func-
tions of class (*).

Let � : � (� ) −→ Z ⊂ Vr be a tensor function of class (*). In our method for designing
aggregates with an isotropic� , the following observation is instrumental:

(#) Let Z = n0� 0 + n1� 1 +· · ·+ nr � r be the decomposition of the tensor space
Z into its irreducible parts. Let� (℘) = � 0(℘)+ � 1(℘)+ � 2(℘)+ ...+ � r (℘),
where� k(·) (k = 0, 1, ..., r ) takes values in thenk×(2k+1) dimensional subspace
nk� k of Z. Fork ≥ 1, the components of� k(℘) are linear combinations of only
those texture coefficientscl

mn with l = k.
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Observation (#) is an immediate corollary of a theorem due toMan [13].

REMARK 1. The tensor� (℘) is isotropic if and only if� k(℘) = 0 for k = 1,2, ..., r .
Hence, to design an aggregate with an isotropic� , it suffices to find an orientation measure℘
which has itscl

mn = 0 for those 1≤ l ≤ r with nl 6= 0 in the decomposition formula forZ
above.

REMARK 2. Let � (0) and � (p) be finite rotation groups that satisfy the crystallographic
restriction, and let� (1), . . . , � (p−1) be finite rotation groups. Let� and �̂ be aggregates of
type � (p)Rp−1� (p−1)...� (1)R0� (0) and type� (0)RT

0 � (1)...� (p−1)RT
p−1� (p), respectively,

and letcl
mn and ĉl

mn be their texture coefficients. SinceDl
mn(R

T ) = Dl
nm(R) for each ro-

tation R, we see that̂cl
mn = cl

nm. Hence, if allcl
mn = 0 for a specific set ofl ’s, then all

ĉl
mn = 0 for the same set ofl ’s, and vice versa. Thus, if we can find an aggregate of type
� (p)Rp−1� (p−1)...� (1)R0 � (0) which has an isotropic� , we obtain at once another aggregate

of type� (0)RT
0 � (1)...� (p−1)RT

p−1� (p) which has an isotropic� .

By Remark 1, the problem of designing aggregates with their elasticity tensors isotropic
reduces to that of designing aggregates with all theirc2

mn’s andc4
mn’s zero. By the same token,

an aggregate with all itscl
mn = 0 for 1 ≤ l ≤ 6 has both its elasticity and acoustoelastic tensors

isotropic. In any case, to design an aggregate which has a finite set of specific material tensors
isotropic, we just need to determine an arrangements of grains so that the resulting aggregate has
all its cl

mn = 0 for an appropriate finite set ofl ’s. Let us now proceed to examine this problem.

With the original formulation of the problem of Bertram et al. [1, 2] in mind, here we seek
only aggregates whose constituting crystallites all have equal volume. For simplicity, whenever
no confusion should arise, we shall simply say “identical grains” or just “grains” when we really
mean crystallites of the same material that have equal volume. In fact, all solutions reported in
Sections 4 and 5 below are aggregates of “identical grains”.

Consider a polycrystalline aggregate� , which undergoes a rotationQ. Let cl
mn andc̃l

mn be
the texture coefficients of the aggregate before and after the rotation. These two sets of texture
coefficients are related by the formula [8, 11]

(25) c̃l
mn =

l∑

p=−l

cl
pnDl

pm(Q
−1).

For a fixedl and n, if cl
mn = 0 for all −l ≤ m ≤ l , then c̃l

mn = 0 for all −l ≤ m ≤
l , irrespective of the rotationQ. This observation suggests a procedure for constructing an
aggregate of crystallites with�cr = � (0) which has all itscl

mn = 0 for a specific finite set ofl ’s
(say, forl = l1, ..., la):

1. Forl = l1 and anni between−l1 andl1, find an aggregate� (1) of type� (1)R0� (0) (see

Section 2.2 above) which hascl1
mni = 0 for −l1 ≤ m ≤ l1. The job here is to seek an

appropriate rotationR0 and a finite rotation group� (1) which meet the requirement. The
aggregate� (1) has� (1) and� (0) as its group of texture symmetry and crystal symmetry,
respectively. This knowledge will facilitate the search for an appropriateR0 and� (1), as
we shall see from the specific examples in the next two sections.

2. Depending on the specificl1 and� (0), the aggregate� (1) may already have itscl1
mn =

0 for all −l1 ≤ m ≤ l1 and −l1 ≤ n ≤ l1. If that is the case, forl = l2 and an
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ni between−l2 and l2, find an aggregate� (2) of type � (2)R1� (1)R0� (0) which has

cl2
mni = 0 for −l2 ≤ m ≤ l2. SinceR0 and� (1) have already been determined, the task

here is to find an appropriate rotationR1 and a suitable finite rotation group� (2). The
aggregate� (2) has� (2) and� (0) as its group of texture symmetry and crystal symmetry,
respectively. Because of the transformation formula (25),aggregate� (2) still has its

cl1
mn = 0, irrespective of our choice ofR1 and� (2) which renders the texture coefficients

cl2
mni of � (2) null for all −l2 ≤ m ≤ l2. If there is ann j 6= ni such thatcl1

mnj 6= 0 for

somem, find an aggregate� (2) of type � (2)R1� (1)R0� (0) such thatcl1
mnj = 0 for all

−l1 ≤ m ≤ l1.

3. Repeat the preceding procedure iteratively to find an aggregate of type� (p)Rp−1� (p−1)

...� (1)R0� (0) which has all itscl
mn = 0 for l = l1, ..., la.

We shall work out a few concrete examples in the next two sections to illustrate the proce-
dure described above.

4. Example: elasticity tensor

As our first example, let us consider the elasticity tensor� . By decomposition formula (3) and
observation (#), if we wish to design an aggregate with an isotropic elasticity tensor of class
(*), we need only to find an aggregate whosec2

mn andc4
mn coefficients are zero. We begin our

discussion by revisiting the problem solved by Bertram et al. [1, 2], namely, that of cubic grains.

In what follows we always assume that a fixed spatial Cartesian coordinate system has been
chosen. We writee1, e2, ande3 for the orthonormal basis vectors that define this coordinate
system. For a unit vectore and an angleω ∈ [0, π ], we denote byR(e, ω) the rotation aboute
by angleω. All angles given below are in radians.

4.1. Cubic grains

Here�cr = O. We choose a reference crystallite which has its three four-fold axes of cubic sym-
metry in line with the three spatial coordinate axes. This istantamount to choosingR(e1, π/2),
R(e2, π/2), andR(e3, π/2) to be the generators of the groupO of crystal symmetry. With this
choice of reference, the texture coefficients of any aggregate of cubic grains satisfy [10, 11] the
equation

(26) cl
mn =

l∑

p=−l

cl
mpDl

np(Q),

for each of the 24 rotationsQ in the symmetry group of the reference crystallite. As a result,
any aggregate of cubic grains has [22] theirc2

mn coefficients all zero. Moreover, of thec4
mn

coefficients, only one coefficient is independent for each fixedm (−4 ≤ m ≤ 4), andc4
m0 (−4 ≤

m ≤ 4) may be chosen as the independent coefficients. An aggregate of cubic grains with
c4
m0 = 0 for eachm has all itsc2

mn andc4
mn coefficients vanish and thence has an isotropic� .

For an aggregate of one grain, there are nine equations (i.e., c4
4̄0
(R0) = 0, c4

3̄0
(R0) = 0,

c4
2̄0
(R0) = 0, . . ., c4

20(R0) = 0, c4
30(R0) = 0, c4

40(R0) = 0, where each texture coefficient is in
the form of Eq. (13)) to be solved for one orientationR0(ψ0, θ0, φ0). Clearly there need not be a
solution. In fact, thanks to the work of Bertram et al. [1], wealready know that this system of nine
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equations has no solution forR0. By adding additional identical grains in specific orientations
dictated by a group� (1) of texture symmetry, we can place additional restrictions on the texture
coefficients and reduce the number of equations which must besatisfied.

Suppose we add three identical cubic grains and arrange themso that the aggregate has
orthorhombic texture symmetry with the coordinate axes being the axes of two-fold rotational
symmetry (i.e.,� (1) = D2 with R(e2, π) andR(e3, π) as generators). The texture coefficients
must be calculated as in Eq. (14) but there are fewer independent coefficients. ForQ ∈ D2, Eq.
(25) implies that

(27) cl
mn =

l∑

p=−l

cl
mpDl

np(Q
−1)

holds. By consideringQ(ψ, θ, φ) = (0, π,0) and Q(ψ, θ, φ) = (0,0, π), we determine that
cl
mn = 0 if m is odd, andcl

m̄n = (−1)l cl
mn if m is even. Hence, under this texture symme-

try/crystal symmetry combination, the only independentc4
m0 coefficients can be chosen to be

c4
00, c

4
20, andc4

40, and by making these coefficients zero, allc4
mn vanish.

The result is a system of three equations:

(28) c4
00(R0) = 0, c4

20(R0) = 0, c4
40(R0) = 0,

where each texture coefficient is of the form given in Eq. (14). SinceR0 is parametrized by
Euler angles, the equations need only be solved for(ψ0, θ0, φ0). We used the computer algebra
system Maple to find solutions to the three simultaneous equations. Because of theD2 texture
symmetry andO crystal symmetry, two solutionsR0 and R#

0 of system (28) describe the same
arrangement of grains if

R#
0 = Q̃R0Q̌

for someQ̃ ∈ D2 and Q̌ ∈ O. Surely we should regard such anR0 and R#
0 as equivalent

solutions. Since|D2| = 4, |O| = 24, andD2 is a subgroup ofO, given a solutionR0 there
will be 96, 48, or 24 solutions equivalent to it ifR0 commutes with none, one, or both of the
generators ofD2. From our Maple solutions of (28), we identified the following four, which are
not equivalent in the preceding sense:

R(1)
0 (ψ0, θ0, φ0) = (0.59549275, 0.52174397, 0.59549275),(29)

R(2)
0 (ψ0, θ0, φ0) = (2.16628908, 0.52174397, 0.59549275),(30)

R(3)
0 (ψ0, θ0, φ0) = (0.97530358, 0.52174397, 0.97530358),(31)

R(4)
0 (ψ0, θ0, φ0) = (2.54609990, 0.52174397, 0.97530358),(32)

where the angles are given in radians. The preceding solutions are clearly related by the equations

(33) R(2)
0 = R(e3, π/2)R

(1)
0 , R(4)

0 = R(e3, π/2)R
(3)
0 .

SolutionR(1)
0 is none other than the 4-grain solution found by Bertram et al. [1, 2].

Let � i (i = 1,2, 3, 4) be the aggregate described by solutionR(i )
0 . Since

R(e3, π/2)D2 = D2R(e3, π/2),

we observe from (33) that�2 and�4 result if we rotate aggregates�1 and�3 by R(e3, π/2),
respectively. We take aggregates�2 and�4 to be of the same type as�1 and�3, respectively.
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For brevity, let us simply writeR0 for R(1)
0 . Then aggregate�1 is of type D2R0O. If we

write R0(ψ0, θ0, φ0) = (α, β, α), thenR(3)
0 (ψ0, θ0, φ0) = (π/2 − α, β, π/2 − α). Construct

an aggregatẽ� by rearranging the grains in�1 so thatR0 is replaced byRT
0 , which has Euler

angles(π−α, β, π−α) and is equivalent to(π−α, β, π/2−α) for a D2RT
0 O aggregate. If we

rotate�̃ by R(e3,−π/2), we obtain aggregate�3 becauseR(e3,−π/2)D2 = D2R(e3,−π/2).
Hence�3 is of typeD2RT

0 O.

4.2. Grains of other crystal symmetries

In Eq. (29) we obtain an aggregate� (1) of type D2R0O, which has its elasticity tensor�
isotropic. From this solution we can construct, for crystallites of any�cr ⊂ � , an aggregate with
an isotropic� .

The method is as follows: LetR1 be any rotation and� (2) be any finite subgroup of�
which satisfies the crystallographic restriction. If we rotate the aggregate� (1) by R1, the rotated

aggregate� (1)
R still has its� isotropic. Now append grains to� (1)

R to obtain an aggregate of type

� (2)R1D2R0O, which is simply an assembly ofN2 (the order of� (2)) rotated copies of� (1)
R .

Clearly the new assembly has an isotropic� . By Remark 2, we conclude that the aggregate
of type O RT

0 D2RT
1 � (2), which consists of 24× 4 = 96 grains with�cr = � (2), also has an

isotropic� . In other words, for crystallites with its�cr being a finite rotation group, including
triclinic crystallites with�cr = C1, we can always design an aggregate with 96 identical grains
which has an isotropic elasticity tensor.

The appearance of an arbitrary rotationR1 in the preceding scheme suggests that this recipe
generally will not lead to a solution with the least possiblenumber of grains. Indeed for many
crystal symmetries we can achieve our goal using less grains. Let us now present one other
solution for each�cr ⊂ � other thanC1.

�cr = D2, D4, D6

By Remark 2,O RT
0 D2 is a solution with 24 orthorhombic grains. Moreover, if� (1) con-

tainsD2 as a subgroup, then the 24-grain aggregate of typeO RT
0 � (1) also has an isotropic� .

Indeed, letq = |� (1)|/|D2| and

(34) � (1) =
q⋃

i=1

gi D2, (disjoint union)

where{gi : i = 1, ...,q} is a set of left coset representatives ofD2 in � (1). An aggregate of
type � (1)R0O can be taken as a “super-aggregate” ofq rotated copies of the aggregate of type
D2R0O, wheregi (i = 1, ...,q) describe the rotations in question. Since each rotated copy has
an isotropic� , so does the super-aggregate. It follows from Remark 2 that an aggregate of type
O RT

0 � (1) also has an isotropic� .

The same argument in fact proves a general assertion, which we put as the next remark.

REMARK 3. Let �a and �b be point groups such that�a ⊂ �b ⊂ � = SO(3). If an
aggregate of type� (p)Rp−1� (p−1)...� (1)R0�a has its material tensors

� (1), ...,
� (p) isotropic,

so does an aggregate of type� (p)Rp−1� (p−1)...� (1)R0�b.
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By the preceding remark, cubic aggregates of 24 tetragonal and hexagonal crystallites which
are of typeO RT

0 D4 andO RT
0 D6, respectively, have their elasticity tensor isotropic; here we take

rotationsR(e2, π) andR(e3, π/2) as the two generators of groupD4 and rotationsR(e2, π) and
R(e3, π/3) as the two generators of groupD6.

�cr = C2,C4,C6

Let C(1)
2 = {I , R(e3, π)} and C(2)

2 = {I , R(e2, π)}, where I is the identity in� . The

solution of typeD2R0O can be looked upon as of typeC(1)
2 IC(2)

2 R0O. By Remark 2, we

obtain a solution of typeO RT
0 C(2)

2 IC(1)
2 , which consists of 24× 2 = 48 C2-grains of equal

volume.

Let R(e3, π/2) and R(e3, π/3) be the generator of groupC4 andC6, respectively. Since

bothC4 andC6 includeC(1)
2 as a subgroup, by Remark 3 we conclude that aggregates of type

O RT
0 C(2)

2 IC4 and O RT
0 C(2)

2 IC6 are also solutions. These aggregates are made up of 48C4-
andC6-grains, respectively.

�cr = C3

First we present a solution of hexagonal grains which exhibitsC3 texture symmetry. To start
with, we arrange an aggregate of 8 identical hexagonal grains so that it has tetragonal texture
symmetry (i.e. � (1) = D4, whereR(e2, π) and R(e3, π/2) are taken as generators). Then,
by determining the independent coefficients forl = 4 and solving the resulting equations with
texture coefficients of form shown in Eq. (14), we find that theorientation

(35) R0(ψ0, θ0, φ0) = (0.39269908, 1.22389959, 0)

generates an aggregate of typeD4R0D6 which has all itsc4
mn coefficients zero.

By placing three copies of this aggregate in such a way that the super-aggregate hasC3
texture (i.e.� (2) = C3, with R(e3,2π/3) as generator), we are able to determine that among
thec2

mn coefficients of the super-aggregate only the coefficientc2
00 is independent, andc2

00 = 0

renders allc2
mn coefficients zero. Moreover, we find that

R1(ψ1, θ1, φ1) = (0,0.95531662, 0)

is a solution ofc2
00 = 0, where the texture coefficient is of form Eq. (16) withR0 given by

Eq. (35). Thus we obtain an aggregate of typeC3R1D4R0D6, which has an isotropic elasticity
tensor� .

By Remark 2, aggregates of typeD6RT
0 D4RT

1 C3, which consist of 12× 8 = 96C3-grains
of equal volume, have their elasticity tensor isotropic.

�cr = D3

We found an arrangement of 24D3-grains, for which the elasticity tensor� of the aggregate
is isotropic. The arrangement is of typeO R0D3, where

R0(ψ0, θ0, φ0) = (0.55357436, π/2,0).
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�cr = T

In paper [1] Bertram et al. have presented a solution of typeT R0O, where

(36) R0(ψ0, θ0, φ0) = (0.24002358, 2.67480609, 2.90156907).

Hence there is a solution of typeO RT
0 T with 24 tetrahedral grains. In fact,RT

0 = R0 in this
case.

In summary, we have presented at least one solution for each�cr which is a finite rotation
group that satisfies the crystallographic restriction. Foreach�cr, our best solution at present
(where using a smaller number of grains means better) requires 4 grains for�cr = O; 24 grains
for �cr = D2, D3, D4, D6, or T ; 48 grains for�cr = C2,C4, or C6; 96 grains for�cr = C1, or
C3. Except for the case of cubic grains, where a proof was given by Bertram et al. [1], it remains
unclear whether the solution we presented would be a minimalsolution, i.e., one with the least
possible number of identical grains for the�cr in question. In fact, we believe that many of our
present “best solutions” can be improved upon.

5. Example: acoustoelastic tensor

In a similar manner, it is possible to build textured aggregates which have isotropic tensors of
higher order. As an example, here we seek designs which render the sixth-order acoustoelastic
tensor� [5, 6] isotropic. A glance at decomposition formula (5) reveals that we should design
aggregates with theircl

mn coefficients all zero for 1≤ l ≤ 6. A solution in this regard will not
only have its acoustoelastic tensor� isotropic, but will also attain (cf. Section 2.1) isotropy for
all its material tensors of orderl ≤ 6, including the fourth-order elasticity tensor� .

For all the finite rotation groups that appear below, we have already specified their gener-
ators in the preceding section. For groups of crystal symmetry, the generators help specify the
orientation of the reference crystallite with respect to the chosen spatial Cartesian coordinate
system.

5.1. Cubic grains

With our choice of reference crystallite and spatial coordinate system, the restrictions imposed
by crystal symmetry (see Eq. (26)) dictate [10, 22] that any aggregate of cubic grains must have
all their cl

mn coefficients vanish forl = 1, 2,3, 5. Hence we just need to worry about thec4
mn

andc6
mn coefficients.

Consider an arrangement of 8 identical cubic grains so that the aggregate� (1) has tetragonal
texture symmetry (i.e.� cr = O and� (1) = D4). From the fact that Eqs. (26) and (27) should
hold for Q ∈ O andQ ∈ D4, respectively, we observe that all thec6

mn coefficients will vanish if
c6
00 andc6

40 are null. Using Maple to solve the equationsc6
00(R0) = 0 andc6

40(R0) = 0, where
the texture coefficients are in the form of Eq. (14), we found that

(37) R0(ψ0, θ0, φ0) = (0.08033115, 2.63923776, 0.99945255)

is an orientation which makes all thec6
mn coefficients vanish for the aggregate� (1) of type

D4R0O.

Place 4 identical copies of this� (1) aggregate so that the new super-aggregate� (2) has
orthorhombic texture symmetryD2. Equation (25) reminds us that thec6

mn coefficients of� (2)
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vanish since all thec6
mn coefficients of� (1) are zero. Because of theD2 texture symmetry, we

only need to solve a system of three equations:

(38) c4
00(R1) = 0, c4

20(R1) = 0, c4
40(R1) = 0,

where each texture coefficient is of the form given in Eq. (16).

Using Maple, we found a solution

(39) R1(ψ1, θ1, φ1) = (0.10523426, 0.47936161, 0.28647879).

Thus we have constructed an aggregate of typeD2R1D4R0O consisting of 4× 8 = 32 identical
cubic grains which has all its material tensors of orderl ≤ 6 isotropic.

5.2. Grains of other crystal symmetries

By the argument given in Section 4.2, we know that for any rotation R2 and point group� (3) ⊂
� , an aggregate� (3) of type O RT

0 D4RT
1 D2RT

2 � (3), whereR0 and R1 are given by Eqs. (37)
and (39), respectively, has all its material tensors of order l ≤ 6 isotropic. Such an aggregate
consists of 24× 8 × 4 = 768 identical grains of crystal symmetry�cr = � (3).

For most crystal symmetries, we expect that we can achieve the same goal with a smaller
number of grains. For instance, by Remark 2 and 3, aggregatesof typesO RT

0 D4RT
1 D2, O RT

0 D4

RT
1 D4, andO RT

0 D4RT
1 D6, whereR0 andR1 are given by Eqs. (37) and (39), respectively, have

all their material tensors of orderl ≤ 6 isotropic. These aggregates are made up of 24× 8 = 192
identical orthorhombic, tetragonal, and hexagonal grains, respectively.

Likewise, by treating an aggregate of typeD2R1D4R0O as of typeC(1)
2 IC(2)

2 R1D4R0O,

whereC(1)
2 andC(2)

2 are defined in Sec. 4.2, we obtain a solution of typeO RT
0 D4RT

1 C(2)
2 IC(1)

2 ,
which consists of 24×8×2 = 384C2-grains of equal volume. By Remark 3, aggregates of type

O RT
0 D4RT

1 C(2)
2 IC4 and of typeO RT

0 D4RT
1 C(2)

2 IC6 are also solutions. These aggregates are
made up of 384C4- andC6-grains, respectively.

6. Discussion

The outlined method allows the construction of aggregates having isotropic tensors of various
orders. So long as�cr is a finite subgroup of the rotation group� , the specific crystal symmetry
of the crystallites is of no concern. Indeed we have shown in Sections 4 and 5 that once a design
of any type is found for an aggregate of identical grains which has a specific set of material
tensors isotropic, it generates for each such�cr a solution which has the same set of tensors
isotropic. Our ODF method can be easily implemented using any software which can solve
(nonlinear) systems of equations.

But there are limitations. At each step, say thep-th, the method requires finding a rotation
Rp−1(ψp−1, θp−1, φp−1) which satisfies a system of nonlinear equationscl

mn(Rp−1) = 0,

wherecl
mn is of the form (17),l andn are given, andm runs over those indices between−l and

l for which the texture coefficientscl
mn are independent for aggregates with� (p) as the group

of texture symmetry. When the number of independent indicesis bigger than three, there are
more equations than the number of unknowns. While nothing can be said for sure because the
equations are nonlinear, it is likely that the method would break down when that happens. To
reduce the number of independentm’s, we could take� (p) to be a group of larger order. For
example, for� (p) = O, the number of independentm’s is not bigger than three whenl ≤ 34.
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Of course, we hardly need to worry about tensors of order higher than 34 in practice. But
taking� (p) = O at every step is also impractical. The equations describingthecl

mn coefficients
quickly become unwieldy asl is increased or when the orders of the symmetry groups involved
are large. In this case, it may be infeasible to find solutionseven if they exist. Using�cr and
� (p) (p ≥ 1) of smaller orders will simplify the equations. A smaller�cr, however, will increase
the number of steps required because for eachl there will be more(l ,n) pairs for which thecl

mn
coefficients must be considered. A smaller� (p) will increase the number of equations at the
p-th step. Hence the method relies on finding a suitable combination of �cr and� (p) (p ≥ 1)
which produces solvable systems of equations at all the necessary steps that lead to the design of a
suitable aggregate. This requires some trial-and-error until a more systematic approach is worked
out. In fact, some texture and crystal symmetry combinations do not have solutions to produce
� (1) aggregates with isotropic elasticity tensor. (For example, �cr = D6 with � (1) = C2 has
no solution forc2

00(R0) = 0, c2
02(R0) = 0.) Finally, even if our method successfully produces a

solution for a given�cr and a given set of material tensors
� (i ) (i = 1, ..., s), the solution found

need not be a minimal solution, i.e., there might still be other arrangements involving a smaller
number of� cr-grains for which all the

� (i ) tensors of the aggregate are isotropic.

Our ODF method seeks solutions which exhibit texture symmetry. Carrying texture sym-
metry is clearly not a necessary condition for a solution. A more basic question, which remains
to be answered, is whether the set of minimal solutions for a particular�cr and set of material
tensors

� (i ), if non-empty, would always include some member that exhibits texture symmetry.
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G.A. Maugin∗

TOWARDS AN ANALYTICAL MECHANICS OF DISSIPATIVE

MATERIALS

Abstract. A Lagrangian-Hamiltonian variational formulation is proposed for the
thermoelasticity of heat conductors and its generalization to anelasticity - described
by means of internal-state variables- by using a gauge-theoretical technique (intro-
duction of an additional variable of state - the gradient of thermacy - that ren-
ders the system apparently Hamiltonian). Projecting the equations resulting from
the Euler-Lagrange equations and the equations deduced from the application of
Noether’s theorem back on the original space provides all local balance equations
of the dissipative theory, including the entropy equation and the equation of canoni-
cal momentum in material space (which are not strict conservation laws). A canon-
ical structure clearly emerges for the anelasticity of conductors in finite strains.

1. Introduction

A recurrent dream of many mathematical physicists is to construct a variational formulation for
all field equations of continuum physicsincluding in the presence of dissipative effects.We all
know that this is not possible unless one uses special trickssuch as introducing complex-valued
functions and adjoint fields (e.g., for heat conduction). But we do present here a variational and
canonical formulation for the nonlinear continuum theory of thermoelastic conductorsand then
generalize this to the case of anelastic conductors of heat.This is made possible through the
introduction of a rather old notion, clearly insufficientlyexploited, that ofthermacyintroduced
by Van Danzig (cf. [9]), a field of which the time derivative isthe thermodynamical temperature.
It happens that we used such a notion in relativistic studiesin the late 60s-early 70s, (Pre-general
exam Seminar at Princeton University, Spring 1969; [10], [11]), a time at which we found that
thermacy is nothing but theLagrange multiplierintroduced to account forisentropyin a La-
grangian variational formulation. But , completely independently and much later, Green and
Naghdi ([4]) formulated a strange “thermoelasticity without dissipation”. Dascalu and I ([1])
identified thermacy as the unknowingly used notion by Green and Naghi (unaware of works in
relativistic variational formulations), and we formulated the correspondingcanonical balance
laws of momentum and energy- of interest in the design of fracture criteria - which, contrary
to the expressions of the classical theory, indeed presentno source of dissipation and canonical
momentum, e.g., no thermal source of quasi-inhomogeneities (cf. [2]). In recent works ([14],
[21]), we have shown the consistency between the expressions of intrinsic dissipation and source
of canonical momentum in dissipative continua. This is developed within the framework of so-
calledmaterialor configurational forces, “Eshelbian mechanics”, that world of forces which, for
instance, drive structural rearrangements and material defects of different types on the material

∗Enlightening discussions with Prof. Ernst Binz (Mannheim,Germany) during the Torino International
Seminar are duly acknowledged.
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manifold (for these notions see [12], [13], [5] and [7]). Theroad to the analytical continuum
mechanics was explored in particular by P.Germain (1992) in[3], but not in a variational frame-
work.

Herebelow we first present a consistent variational formulation for thermoelastic conductors
of heat, which, with the use of Noether’s theorem, delivers all equations of interest, that is,
the balance of linear momentum, the equation of entropy, thebalance of canonical momentum,
and the energy equation, all in the apparently“dissipationless form”. But these equations can
be transformed to those of the classical theory of (obviously thermally dissipative) nonlinear
elastic conductors (cf. [20]). Therefore, we have a good starting point for a true canonical
formulation of dissipative continuum mechanics. The possible extension of the formulation
to anelastic conductors of heat is also presented when the anelastic behavior is accounted for
through the introduction of internal variables of state. Elements of the present work were given
in a paper by Kalpakides and Maugin ([6]).

2. Direct Variational formulation and its results.

We use classical elements of field theory as enunciated in several books (e.g. [12], [14], [21]).
The reader is referred to these works for the abstract equations.

Consider Hamiltonian-Lagrangian densities (per unit volume of the undeformed configura-
tion KR of nonlinear continuum mechanics given by the following general expression:

(1) L = L̄ (v,F, θ, β; X) = K (v; X)− W (F, θ, β; X) ,

where

K (v; X) = 1

2
ρ0 (X) v2, θ = γ̇ , β = ∇Rγ.

Here,K is the kinetic energy,W is the free energy density,ρ0 is the mass density at the reference
configuration, a superimposed dot denotes time differentiation at constant fixed material point
X, ∇R denotes the material gradient, the scalar functionβ is called thethermacy, andv andF
are the physical velocity and direct deformation gradient such that

v = ∂ χ

∂ t

∣∣∣∣
X
, F = ∂ χ

∂ X

∣∣∣∣
t
≡ ∇Rχ,

if
x = χ (X, t ) , detF > 0,

is the smooth placement ofX at Newtonian timet . The explicit dependence ofρ0 andW on X
indicates material inhomogeneity (direct smooth dependence on the material pointX).

In the Lagrangian density (1), thebasic fieldsare theplacementx and the thermacyγ ,
both being assumed sufficiently smooth functions of thespace-time parametrization(X, t) ,
which is the one favored in the Piola-Kirchhoff formulationof nonlinear continuum mechanics
(cf.Truesdell and Noll, 1965). Notice thatL is not an explicit function ofx by virtue of Galilean
invariance (translations in physical space of placements). Neither is it an explicit function of
γ itself, this implying a sort ofgauge invariancevery similar to that of electrostatic for the
electric potential. Since the focus is on field equations rather than on boundary conditions and
initial conditions, the density (1) may be integrated over aNewtonian space-time volume of
infinite extent with proper limit behavior of the various involved functions at infinity in space
and at time limits. According to the general field theory, in the absence of external sources
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(these would be explicit functions of the fields themselves), thefield equations, i.e, the Euler-
Lagrange equations (cf. eqns. (A.7) in Maugin, 1999a) associated withχ andγ , are immediately
given by

∂ p
∂ t

∣∣∣∣
X

− divRT = 0,(2)

∂ S

∂ t

∣∣∣∣
X

+ ∇R.S = 0,(3)

wherein

p := ρ0v = ∂ L

∂ χ̇
, T := ∂ W

∂ F
= − ∂ L

∂ (∇Rχ)
,

S := −∂ W

∂ θ
= ∂ L

∂γ̇
, S := −∂ W

∂ β
= ∂ L

∂ (∇Rγ )
,(4)

are, respectively, thelinear momentum vectorin physical space, thefirst Piola-Kirchhoff stress,
theentropy density(by appealing to the axiom of local state and assuming that entropy density
has the same general functional definition as in thermostatics), and, accordingly, theentropy flux
in material form.

Invoking now Noether’s theorem (cf. eqns. (A.11) in Maugin,1999a) for the Lagrangian (1)
with respect to the space-time parametrization(X, t), we obtain the following two, respectively
co-vectorial and scalar, equations:

(5)
∂ Pth

L
∂ t

∣∣∣∣∣
X

−
(
divRbth

)
L

=
(
f inh

)
L
,

and

(6)
∂ H

∂ t

∣∣∣∣
X

− ∇R.U = 0,

where we have defined thecanonical momentum(material-covariant) vectorPth of the present
approach, the correspondingcanonical material stresstensorbth, the material forceof true
inhomogeneitiesf inh, theHamiltonian density(total energy density)H , and the material Umov-
Poynting energy-flux vectorU by [15] (compare the general definitions given in eqns. (A.16),
(A.17), (A.14) and (A.15)).

(7) Pth = −∇Rχ.
∂L

∂ v
− ∇Rγ

∂ L

∂γ̇
= −p.F − Sβ = Pmech− Sβ,

bth : =
{

bK
.L := −

(
LδK

L −
(
γ,L

∂ L

∂ γ,K
+ χ,L

∂ L

∂ χ,K

))
(8)

= −
(

LδK
L − SK βL + TK

.i Fi
.L

)}
,

f inh := ∂ L

∂ X

∣∣∣∣
expl

=
(

v2

2

)
(∇Rρ0)−

∂ W

∂ X

∣∣∣∣
expl

,
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(9) H = γ̇
∂L

∂γ̇
+ v.

∂ L

∂ v
− L = Sθ + 2K − L = K + E,

U K = −
(
γ̇
∂L

∂ γ,K
+ vi ∂ L

∂χ i
.K

)
= T K

.i v
i − SK θ,

where we have defined themechanical canonical(material) momentumPmechand theinternal
energyper unit reference volume by

Pmech= −p.F,

E = W + Sθ.(10)

For the first of these sometimes referred to as thepseudomomentum,see, for instance [12], [13],
eq. (10) is the usual Legendre transformation of thermodynamics between internal and free
energies. As a matter of fact, the definition (9) contains twoLegendre transformations, one
related to mechanical fields, and the other to thermal ones.

If we assume, as in standard continuum thermodynamics, thatentropy and heat flux are
related by the usual relation

(11) S = Q/θ,

we have

(12) Q = − θ
∂ W

∂ β
,

and eqn. (6 takes on the classical form of the energy-conservation equation (cf. Maugin and
Berezovski, 1999)

(13)
∂ H

∂ t

∣∣∣∣
X

− ∇R. (T.v − Q) = 0.

Summing up, we have deduced from the Hamiltonian-Lagrangian density (1) all field equations,
balance laws and constitutive relations for the theory of materially inhomogeneous, finitely de-
formable, thermoelastic conductors of heat. As a matter of fact, eqns. (2) and (13) are the
local balance equations of linear momentum (in physical space) and energy, respectively. This is
completed by the balance equation of mass which here trivially reads

(14)
∂ ρ0

∂ t

∣∣∣∣
X

= 0.

These are all formally identical to those of the classical thermoelasticity of conductors (e.g., as
recalled in [18]). Another balance law if that ofmoment of momentum(in physical space). This
is deduced from (1) by considering the action of the infinitesimal rotational component of the
connected group SO(3) in physical space. A classical derivation yields then (in components in
order to avoid any confusion in notation)

(15)
∂ W

∂ F [ i
.K

F j ]
.L = 0 or T K

.[ i F j ]
.L = 0,
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as the action of this group is inoperative on the material vector β. Apart from the functional
dependence ofW, eqn. (15) is also formally identical to the classical counterpart. Only the
equation of canonical momentum (5) differs from the one originally obtained in [2] material
thermoelasticity. But, abstraction being made of materialinhomogeneities, it is the same as
the one obtained by direct algebraic manipulations in [1] inthe “dissipationless” formulation of
thermoelasticity. Indeed, canonical momentum (7) is made of two parts, a strictly mechanical
part - which is none other than the pull back, changed of sign,of the physical momentum -
and a purely thermal part given by the constitutive behavior. In addition, the canonical stress
tensor (8) - also calledEshelby stress tensorby the present author - contains a contribution of
β because, from its very definition, its captures material gradients of all fields. One should note
that the source term in eqn. (5) has no energetic contents. Furthermore, contrary to common
use, even the entropy equation (3) is source free so that, surprisingly, in the absence of material
inhomogeneities, all equations obtained here arestrict conservation laws, hence the qualification
of “dissipationless theory”. In this rather strange -we admit it - approach, the entropyflux and
heat flux are derived from the free energy, on the same footingas entropy density , and stress
(eqns. (4) and (12)).

3. Correspondence with the classical theory

Since eqns. (2), (13), (14) and (15) are formally the same as in the classical theory, the limit
whereW does not depend onβ is trivial for these. What about eqns. (3) and (5) which are of
utmost importance for crack and phase-transition front studies (cf. [18]). We need to isolate the
contributions ofβ in order to get some “classical” limit (this meansprojectingonto the classical
state space of the thermoelasticity of conductors). First we expand eqn. (5) by accounting for
the expressions (7) and (8). After some rearrangements, we obtain the following equation (note
thatcurlRβ = 0; T =transposed)

(16)
∂ Pmech

∂ t

∣∣∣∣∣
X

− divRb̄mech= S∇Rθ + S. (∇Rβ)
T + f inh,

whereb̄mech = b̄th − S⊗ β. But this is not all becauseL in bth still depends onβ. We must
isolate this dependency by writing

(17)
∂ W

∂ X
= ∂ Wmech

∂ X
+ ∂ W

∂ β
. (∇Rβ)

T = ∂ Wmech

∂ X
− S. (∇Rβ)

T ,

where, in essence,Wmech = W(F, θ , β = 0; X). On substituting (17) into the material
divergence ofbmech, we finally transform (16) to

(18)
∂ Pmech

∂ t

∣∣∣∣∣
X

− divRbmech= f inh + fth,

where
bmech= −(L1R + T.F), L = K − Wmech(F, θ; X), fth := S∇Rθ.

The last introduced quantity is the materialthermal force of quasi-inhomogeneityclearly defined
by Epstein and Maugin [2] in their general theory ofmaterial uniformity and inhomogeneity.
Thus equation (18) has recovered its “classical” form, the quotation marks here emphasizing
that, in fact , while “classical” from our viewpoint, this equation is practically unknown to most
people, although it is the one on which thermoelastic generalizations of theJ-integral of fracture



176 G.A. Maugin

must be based (cf. [18], [21]). As to eqn. (3) we use the following trick. Multiplying (3) by
θ 6= 0 and accounting for (11) we obtain the “heat-propagation” equation in the form

(19) θ
∂ S

∂ t
+ ∇R.Q = S.β̇,

or else, by integration by parts,

(20)
∂ (θ S)

∂ t

∣∣∣∣
X

+ ∇R.Q = Sθ̇ + S.β̇.

This equation is interesting by itself because of its structure - especially the right-hand side -
which is similar to that of eqn. (16), time derivatives replacing material space derivatives. The
“classical” limit is obtained in (19) or (20) by ignoring theβ term, i.e., restrictingW to Wmech.
The other terms then acquire their usual significance withQ andS no longer derivable from a
potential. Working then in reverse, one recovers in this approximation the equations

θ
∂ S

∂ t
+ ∇R.Q = 0,

∂ S

∂ t
+ ∇R.S = σ th,

whereσ th = −S. ∇R (ln θ) is thethermal entropy source. S andQ = S/θ are now given by
a constitutive equation obtained by invoking the noncontradiction of the formulation with the
second law of thermodynamics, which here locally readsσ th ≥ 0. This yields, for instance,
Fourier’s law of heat conduction.

4. Accounting for anelasticity

At this point we have effectively formulated a canonical theory of the thermoelasticity of con-
ductors. All field equations, balance laws , and constitutive equations follow from it. The rela-
tionship with the “classical” formulation was established. To proceed further, one must envisage
the case where nonthermaldissipative processes(e.g., anelasticity) are present. Considering the
theory of internal variables of stateto describe these phenomena is a sufficiently general ap-
proach as demonstrated in a recent book [15]. The onlya priori change should be accounting
for the dependency of the free energyW on a new set of variables collectively represented by the
symbolα The corresponding equation of state reads

A + (∂ W/∂α) = 0.

The main problem, however, remains to build the evolution equation ofα, normally a relationship
betweenα̇ and the thermodynamical forceA constrained by the second law of thermodynamics.
Thus the very presence ofα is related todissipative processesand a priori not amenable by means
of a canonical variationalformulation;α(X, t) is not a classical field; neither does it possess
inertia, nor is its gradient introduced to account for some nonlocality). But it was recently shown
how variablesα and θ could play parallel roles in a certain reformulation of the anelasticity
of thermoconductors ([14] , [17] (2000)). This is the trend to be followed. In effect, now we
propose the following variational formulation in symbolicform:

(21) lim
β→0

δ

∫

E3×T

L (v,F, α, θ = γ̇ , β = ∇Rγ ; X) d4X = 0

whereL is the Hamiltonian-Lagrangian density per unit reference volume. Thelimit symbolism
used in eqn. (21) means that the limit asβ goes to zero must be takenin the equationsresulting
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from the variational formulation, this applying to both field equations and other consequences
of the principle such as the results of the application of Noether’s theorem. We claim that in
this limit all equations of the “classical” theory of anelastic conductors of heatare obtained,
including the entropy equation and heat-propagation equation in this quite general case, a rather
surprising result, we admit it. The only change compared to (1) is that the free energyW now
depends onα, i.e., we have the following general expression

L = L̄ (v,F, α, θ, β; X) = K (v; X)− W (F, α, θ, β; X) .

Equations (2), (3), (5) and (6) hold true but for the additional dependence ofW onα. The intrinsic
dissipation necessary for the expression of the dissipative nature of this variable becomes visible
only after performing manipulations of the type of those made in Section 3. We need to isolate the
contributions due to the “dissipative” variables in eqns. (3) and (15). Equation (17) is modified
due to the dependence onα:

∂ W

∂ X
= ∂ Wmech

∂ X
+ ∂ W

∂α
(∇Rα)

T + ∂ W

∂ β
(∇Rβ)

T(22)

= ∂ Wmech

∂ X
− A. (∇Rα)

T − S. (∇Rβ)
T

where, in essence,Wmech = W(F, θ, α = const., β = 0; X). The equation of canonical
momentum first yields

∂ Pmech

∂ t

∣∣∣∣∣
X

− divRb̄mech= S∇Rθ + S. (∇Rβ)
T + f inh.

But on substituting from (22) into this equation, it comes

(23)
∂ Pmech

∂ t

∣∣∣∣∣
X

− divRbmech= f inh + fth + f intr

where

bmech = − (L1R + T.F)

L = K − Wmech(F, θ, α = const.; X) ,

fth : = S∇Rθ,

f intr : = A (∇Rα)
T ,

The last two introduced quantities are materialforces of quasi-inhomogeneitydue to a nonuni-
form temperature field (cf. [2]) and to a nonuniformα field, respectively ([14]). The presence
of those terms on an equal footing withf inh means that, insofar as the material manifold is
concerned, spatially nonuniform fields ofα or θ are equivalent to distributed material inho-
mogeneities (also continuously distributed defects such as dislocations) ; they arequasi-plastic
effects(cf. [13]). As to eqn. (3), accounting for the kinetic-energy theorem (obtained by mul-
tiplying scalarly eqn. (2) byv after multiplication byθ 6= 0 and accounting for (6) and finally
makingβ = const. (this is equivalent to discardingβ in the resulting equation and loosing the
connection ofSandQ with β) we arrive at the “heat-propagation” equationin the form

(24)
∂ (Sθ)

∂ t

∣∣∣∣
X

+ ∇ R.Q = Sθ̇ + A.α̇ ≡ 8̄th +8intr .
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Then working in reverse, in this approximation one recoversthe equations (compare to [14])

θ
∂ S

∂ t
+ ∇R.Q = 8intr ,

∂ S

∂ t
+ ∇R.S = σ th + σ intr ,

whereσ th = −S∇R(ln θ) is thethermal entropy sourceand

σ intr = θ−1A.α̇,

8intr = θ σ intr

are theintrinsic entropy source and theintrinsic dissipation , respectively. In the present classical
limit, b f Sandbf S= bf Sθ are now given by a constitutive equation obtained by invoking the
noncontradiction with the second law of thermodynamics which here locally reads

σ = σ th + σ intr ≥ 0.

We have recovered all equations or constraints of the “classical theory” by applying the scheme
proposed in eqn. (21).

5. Canonical four-dimensional space-time formulation

Equations (23) and (24) present an obvious space-time symmetry (see the two right-hand sides).
This obviously suggest considering these two equations as space and time-like components of a
uniquefour-dimensional equationin the appropriate space and the canonical momentumPmech

and the quantityθS (an energy which is the difference between internal and freeenergies) as
dual space-time quantities, i.e., they together form a four-dimensional canonical momentum

P(4) =
(
Pmech, P4 = θ S

)
.

We let the reader check that eqns. (23) and (24) can in fact be rewritten in the following pure
4-dimensional or 4× 4 formalism in an Euclidean 4-dim space (compare to World-invariant
kinematics in [20])

(25)
∂

∂ Xβ
Bβ

.α = fα ≡ Ā.
∂

∂ Xα
µ − ∂ W

∂ Xα

∣∣∣∣
expl

= ∂ L

∂ Xα

∣∣∣∣
(F,v f ixed)

Ā = (A, S) µ = (α, θ),

Xα(α = 1, 2,3, 4) =
{

XK (K = 1, 2,3) , X4 = t
}

Bβ
.α =

{
BK

.L = −bK
.L B4

.L = Pmech
L

BK
.4 = QK B4

.4 = θ S

}
, P(4) =

(
B4

.L , B4
.4

)

or, introducing intrinsically four-dimensional gradients and divergence inE4 for eqn. (25),

(26) divE4 Bmech= ∇E4 L |mech

where the right-hand side means the gradient computed keeping the “mechanical” fields (F,v)
fixed.Equation (26) represents the canonical form of the balance of canonical momentum and the
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heat-propagation equation for anelastic, anisotropic, finitely deformable solid heat conductors.
The 4-dimensional formalism introduced is somewhat different from that used by Maugin ([17])
or Herrmann and Kienzler ([7]). However, in the absence of intrinsic dissipative processes and
for isothermal processes, eqns. (23) and (24) - or eqn. (26) reduce to those of Kijowski and
Magli ([8]) in isothermal thermoelasticity, the second equation reducing obviously to the simple
equation

∂(θ S)/∂ t = 0.

This shows the closedness of the present approach with the general relativistic Hamiltonian
scheme.

6. Conclusion

The procedure used in this paper is essentially that of agauge theoryas practiced in modern
physics. We have artificially enlarged the state space of thetheory by adding one coordinate (the
material gradient of the “potential”γ ) to this space and then projected the resulting equations
back onto the original state space. The latter could not accommodate dissipative processes,
but the enlarged one does. Recurring to the classical dissipative formulation then requires this
projection or “return to reality”. In the mean time, a variational formulation has indeed been
proposed.
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AN ALTERNATIVE INTERPRETATION OF THE BEHAVIOR

LAW OF MATTER BY MEANS OF A GENERALIZED

STOCHASTIC PROCESS

Abstract. Discrepancy between discrete models and continuous theoretical ones
is a common concern with the behavior laws of matter. We propose an alternative
frame in which the transition from a discrete to a continuousmodel becomes very
natural. A statistical description of matter laws is given in this contexte.

1. Introduction

The aim of this paper is to present a new mathematical background which allows to modelize
in a natural way the mechanical behavior of matter. In such a model the transition from the
discrete microscopic structure to the macroscopic behavior is very easy. This point of view, in-
volves an alternative mathematical theory called “Radically Frequentist Statistics” (RFS), based
on an idealized concept ofvery large finite sequence of outcomes. Such an idealization cannot
be performed within the classical mathematical frame basedon Zermelo-Fraenkel’s set theory.
Therefore we use an extended frame based on a conservative extensions with a double scale
of magnitude order of ZF, where the concepts of large numbersand small fluctuations can be
formalized in a way which is very close to the statistical language. The use of a conservative ex-
tentions of ZF with one scale of magnitude order as a mathematical background for modelisation
is not news in mechanics (see [2], [3], [4], [5]).

The structure of the paper is the following: first we present roughly an intuitive statistical
description of matter; then we present the mathematical model considered . In section 3 we
introduced the RFS theory; we end in section 4 with the description of matter laws within RFS.

2. Intuitive statistical description

Consider a numbers of macroscopically identical samples of some matter, say plates of concrete
or a generalized composite. Divide each sample into adjacent cells of the same size (this last
hypothesis is not essential).

Let Xi, j ,k be a mechanical parameter of interest (Young modulus, shearmodulus...).and

xa
i, j ,k its value for theath sample. The range ofXi, j ,k is discretized into finite numbers of little

intervals. Thus we may suppose thatXi, j ,k takes its values in a finite setE. For a ∈ E, we
define the frequency

f r
(
Xi, j ,k = a

)
= 1

s
card

{
a � s, xa

i, j ,k = a
}
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and the conditional frequency

f r
(
Xi, j ,k = a | Xi1, j1,k1 = a1, Xi2, j2,k2 = a2, · · · , Xir , jr ,kr = ar

)
=

=
f r
(
Xi, j ,k = aXi1, j1,k1 = a1, Xi2, j2,k2 = a2, · · · , Xir , jr ,kr = ar

)

f r
(
Xi1, j1,k1 = a1, Xi2, j2,k2 = a2, · · · , Xir , jr ,kr = ar

)

which measures the dependence of the mechanical propertiesof one cell with respect to ther
other cells.

The knowledge of all these frequencies gives an approximative description of the statistical
behavior law of this material.

A first way to transform this description into a mathematicalmodel is to introduce a family
of random variablesXε

i, j ,k whereε is the size of the cells andf ε
i, j ,k denotes the associated

conditional probabilities relying each cell to the others.Forε → 0 the corresponding continuous
model is rather to manage since we must handle the intricacies of continuous stochastic processes
with moderate parameter space. In the present work we introduce an alternative mathematical
model, which remains in the ream of finite combinatorics but replaced limit procedures by perfect
approximations. This is possible in a slight extension of classical mathematics where absolute
orders of magnitude are formalized.

3. The mathematical framework ZFL2

Scientists often deal in an intuitive way with orders of magnitude, large, little, very large, near,
very near... and they manipulate informally these fuzzy concepts in order to support their rea-
soning about real integers. But these concepts have no counterpart within classical mathematics.
This is a fundamental weakness of mathematics, in particular as concerns modelisation where
the link between micro et macroscopic levels has to be described. Fortunately there are now,
since the emergence of A.Robinson’sNon Standard Analysis[10] in the sixties, various conser-
vative extensions of ZF where absolute orders of magnitude can be introduced in a very natural
way. The most famous is E.Nelson’sInternal Set Theory(IST) [8], an axiomatic setting ofNon
Standard Analysis. Weaker extensions may also be useful to the probabilist, asNelson showed
in his book onRadically Elementary Probability Theory [9] (see also [1]).

In the present paper we introduce an elementary conservative extension of ZF with a dou-
ble hierarchy of orders of magnitude in which we develop the theory of Radically Frequentist
Statistics. Classical mathematics may be formalized in thecontext of Zermelo-Freankel’s set
theory (called here ZF). To get the extension ZFL2 (second order Leibniz extension of ZF),we
call internal the formulas of ZF we add to the language of ZF the two unary external predicates
moderate and weakly moderate and the following axiom rule:

1) 1 is moderate

2) every integer which is lower than a moderate integer is moderate;

3) every integer which is lower than a weakly moderate integer is weakly moderate;

4) if n andm are moderate integers, so aren + m, nmandnm;

5) all moderate integers are weakly moderate;

6) there exists a weakly moderate integer which is not moderate;

7) there exists an integer which is not weakly moderate;

It is possible to prove (see [1]) that ZFL2 is a conservative extension of ZF. This means that
:
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(i) every internal statement which is a theorem in ZFL2 is also a theorem in ZF;

(ii) all theorems of ZF are theorems within ZFL2.

Thus ZFL2 enriches classical mathematics with new concepts, but doesnot alter the status of
internal statements: they are neither more nor less theorems in ZFL2 than in ZF. This legitimates,
from the logical point of view the use of ZFL2 as a basis for the mathematical practice. But we
have external theorems which may be of help in modelisation procedures. Among all external
concepts expressible in the language of ZFL2 we have the following:

DEFINITION 1. A real number is called moderate (resp. weakly moderate) if and only if its
absolute value has a moderate (resp. weakly moderate) integral part. A positive real number
which is not moderate (resp weakly moderate) is called large(write � ∞) (resp. very large
(write � ∞)). A real number is called small (resp. very small ) if and only if it is 0 or its inverse
is not moderate (resp. weakly moderate). Two real numbers x and y are called close (write
x � y) (resp. very close (write x� y)) if their difference is small (resp. very small)

The orders of magnitude satisfy the following generalized Leibniz rules:

Concerning the first scale:

THEOREM1. Moderate + moderate = moderate,
moderate× moderate=moderate,
small + small = small,
small× moderate = small.

Concerning the second scale:

THEOREM2. Weakly moderate + weakly moderate = weakly moderate,
weakly moderate× weakly moderate = weakly moderate,
very small + very small = very small,
very small× weakly moderate = very small.

The two scales are linked by the following relations:

THEOREM3. Very small⇒ small,
very large⇒ large,
moderate⇒ weakly moderate.

The proofs are easy consequences of the external axioms (see[1] ).

Notice that a good model for the macroscopic continuous is a finite setx1 < x2 < · · · < xn
with x1≈x2≈···≈xn wherex1 ≈ −∞ and xn ≈ +∞. If we use the weak scale, we have an
intermediate near-continuous where a very large numbers ofxi remain at a small distance.

4. The theory RFS

In a ZFL2 context we introduce the Radically Frequentist Statistics(RFS) theory which can be
considered as an alternative mathematical foundation of statistics (see [6], [7]). The mean fact
about RFS is that all results of Probability Theory which arerelevant in statistics have a more
general counterpart in RFS. Moreover, these probabilisticstatements can be deduced from their
RFS counterpart through a purely logical procedure. Thus RFS contains the whole scientific



184 M. Magno - M. Musio

power of Probability Theory as concerns statistical modelisation.

The fundamental concept of RFS is that ofrandom number,i.e. a finite sequenceX =
(x1, ..., xs) ∈ Rs with very large sizes and such thatf r {|X| > m} ≈ 0 for everym ≈ ∞..

Its mean value M(X), variance V(X), deviationσ(X) anddistribution functionare defined as
usual by the formulas

M(X) = 1

s

s∑

j =1

x j

V(X) = M((X − M(X))2) = M(X2)− (M(X))2,

σ (X) =
√

V(X),

FX(t) = f r {X ≤ t} .

We say thattwo random numbersX andY have common distributionif and only if f r {X ∈ I } ≈
f r {Y ∈ I } for each intervalI . Starting from the concept of random number, we define alarge
random sampleas a finite sequence of random numbersS = (X1, ..., Xn) with n large but not
very large. In other words we have a matrix(si j ) with n rows ands columns, where each column

is asample realization. Then writeµ(S) for the average ofS, µ(S) =
∑

Xi
n .

The concept of large random sample can be interpreted as an idealization of the informal
discourse which is usual in statistics: if very long independent sampling could be performed
repeatedly a large number of times, we would know the phenomenon nearly perfectly.

Let T = {t0, · · · , tn} be a set ofn real numbers witht0 < · · · < tn andn weakly mod-
erate. A one-dimensional stochastic process indexed byT is a sequence of random numbers
Xt0, · · · , Xtn with the same very large sizes. As a random sample, also a stochastic process can
be visualized by anxsmatrix, whose columns are the trajectories of the process.

In order to express the low of matter we have introduce thecharacteristic function8X (t) =
M (exp(i t X)) of a random numberX which satisfies :

(i ) if X andY have common (resp. weakly common) distribution, then8X (t) ≈ 8Y (t)
(resp.∼) for every weakly moderate (resp. moderate)t ;

(i i ) inversion formula:

f r (a < X ≤ b) + 1

2
f r {X = a} − 1

2
f r {X = b}

� 1

2π

∫ +T

−T

exp(−i ta) − exp(−i tb)

i t
8X(t)dt

for everya < b, every very largeT ;

(i i i ) for every continuous probability densityf with
∫ +T

−∞
f (x)dx �

∫ ∞

T
f (x)dx � 0

for all very largeT , there is a random numberX such that
∫ x j

−∞
f (x) dx = j

s + 1
.

Then

8X(t)
�

∫ +∞

−∞
exp(i t x) f (x)dx
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for all weakly moderatet ;

(i v) if X is L Ln for some weakly moderaten, then

8X(t + h) = 8X(t)+
n∑

k=1

hk

k!
M((i X)kexp(i t X))+ hnε

whereε � 0 for all h � 0 and weakly moderatet ;

(v) if S= (X1, ..., Xn) is a sample of independent random numbers then

8X1+···+Xn(t)
�
8X1(t) · · ·8Xn(t).

For the proof we refer to [6].

5. Theoretic model inside the RFS context

To formalize the empirical statistical description of §1 weintroduce a random numberXi, j ,k for
every cell(i, j , k) where 1� i � n, 1 � j � p, 1 � k � q . These random numbers take their
values in a discrete finite setE and the numbersn, p, q are large whiles is a very large. The
cells are supposed to be of small size. Thus the model can be visualized by a multidimensional
tablexa

i, j ,k , 1 � a � s.

We have then the following cases:

a linear material is represented by anxsmatrix;

a bidimensional material is represented by a cubicnxpxsmatrix;

a tridimensional material is represented by an hypercubicnxpxqxsmatrix.

The statistical matter behavior law can be expressed by means of the following conditional
frequencies:

f r (Xi, j ,k = a | Xi1, j1,k1 = a1, Xi2, j2,k2 = a2, · · · , Xir , jr ,kr = ar ).

The model suggests the following rough classification of behaviors:

A) Local behaviors: among them we distinguish between the independent case

∀a ∈ E , ∀a1, · · · , ar ∈ E∣∣∣∣
f r
(
Xi, j ,k = a | Xi1, j1,k1 = a1, Xi2, j2,k2 = a2, · · · , Xir , jr ,kr = ar

)
−

f r
(
Xi, j ,k = a

)
∣∣∣∣ ≈ 0

and the weakly dependence case expressed by the conditions

∀a ∈ E , ∀a1, · · · , ar ∈ E∣∣∣∣
f r
(
Xi, j ,k = a | Xi1, j1,k1 = a1, Xi2, j2,k2 = a2, · · · , Xir , jr ,kr = ar

)
−

f r
(
Xi, j ,k = a

)
∣∣∣∣ ∼ 0

B) Non local behavior, where we distinguish between the short range dependence expressed
by the two conditions

∀a ∈ E , ∀a1, · · · , ar ∈ E∣∣ f r
(
Xi, j ,k = a

)
− f r

(
Xi, j ,k = a | Xir , jr ,kr = ar

)∣∣ not ≈ 0∣∣∣∣
f r
(
Xi, j ,k = a | Xi1, j1,k1 = a1, Xi2, j2,k2 = a2, · · · , Xir , jr ,kr = ar

)
−

f r
(
Xi, j ,k = a | Xir , jr ,kr = ar

)
∣∣∣∣ ≈ 0

and the weak short range dependence case expressed by:∣∣ f r
(
Xi, j ,k = a

)
− f r

(
Xi, j ,k = a | Xir , jr ,kr = ar

)∣∣ not ≈ 0
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∣∣∣∣
f r
(
Xi, j ,k = a | Xi1, j1,k1 = a1, Xi2, j2,k2 = a2, · · · , Xir , jr ,kr = ar

)
−

f r
(
Xi, j ,k = a | Xir , jr ,kr = ar

)
∣∣∣∣ ∼ 0

the cells(i r , jr , kr ) range into the neighborhood of the(i, j , k)cell;

C) the long range dependence case expressed by the conditions:

∀a ∈ E , ∀a1, · · · , ar ∈ E∣∣ f r
(
Xi, j ,k = a

)
− f r

(
Xi, j ,k = a | Xir , jr ,kr = ar

)∣∣ not ≈ 0

and ∣∣ f r
(
Xi, j ,k = a

)
− f r

(
Xi, j ,k = a | Xir , jr ,kr = ar

)∣∣ � 0

where the cells(i r , jr , kr )are not necessary in the neighborhood of the(i, j , k)cell.

This classification may be refined if one relates the dependences with the distances. The
inversion formula of the characteristic function may be useful to treat the information in order
to eliminate the white noise and to put in evidence the intrinsic characteristic distances of the
concerned matter.

6. Conclusion

This model gives a formal tool to characterize the behavior of matter in terms of local and non-
local interactions.

A theoretical model inside the probabilistic context wouldreplace the random numbers by
the random variable and frequency by the probabilities. Such a modelization hides the intuitive
interpretation of the model since the probability is a mathematical concept, which has no direct
statistical interpretation. However, in the statistical context of RFS, which works within the
mathematical framework of ZFL2 the description of the behavior is at the same time intuitive
and formal.
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A.V. Porubov∗

STRAIN SOLITARY WAVES IN AN ELASTIC ROD WITH

MICROSTRUCTURE

Abstract. The nonlinear longitudinal strain solitary waves are studied inside cylin-
drical elastic rod with microstructure. The problem is solved using the pseudo-
continuum Cosserat model and the Le Roux continuum model. A procedure is
developed for derivation of a governing equation for longitudinal nonlinear strain
waves. Exact solution of the equation has the form of a travelling bell-shaped soli-
tary wave. The influence of microstructure on the solitary wave propagation is
studied. Possible experimental determination of the parameters of the microstruc-
ture is discussed.

1. Introduction

Sometimes classic elastic theory cannot account for phenomenon caused by the microstructure
of a material. A particular case is a dispersion of strain waves in an elastic medium. The influ-
ence of microstructure may provide dissipative effects [14, 6, 2], however, here consideration is
restricted by non-dissipative case. The theory of microstructure has been developed recently,
see [6, 7, 15, 17] and references therein. Most of results belong to the linear theory of elasticity,
however, there are findings in the field of the nonlinear theory [6, 7]. Strain waves were studied
mainly in the linear approximation [7, 15, 17]. Only a few works are devoted to the nonlinear
waves in microstructured non-dissipative media [6, 19, 20,10, 9]. Waves in elasticwave-guides
with microstructure were out of considerable investigation. Also the values of the parameters
characterizing microstructure, are unknown as a rule, onlya few data may be mentioned [20].

It is known that the balance between nonlinearity and dispersion may result in an appear-
ance of bulk localized long bell-shaped strain waves of permanent form (solitary waves or soli-
tons) which may propagate and transfer energy over the long distance along an elastic wave
guide. The amplification of them may cause the appearance of plasticity zones or microcracks
in a wave guide. This is of importance for an assessment of durability of elastic materials and
structures, methods of nondestructive testing, determination of the physical properties of elastic
materials, particularly, polymeric solids, and ceramics.Bulk waves provide better suited de-
tection requirements than surface strain waves in setting up a valuable nondestructive test for
pipelines.

Recently, the theory has been developed to account for long longitudinal strain solitary
waves propagating in a free lateral surface elastic rod [5, 21, 22]. The procedure has been pro-
posed to obtain model equations using boundary conditions on the rod surface [18]. The nonlin-
earity, caused by both the finite stress values and elastic material properties, and the dispersion
resulting from the finite transverse size of the rod, when in balance allow the propagation of

∗This research has been supported by the INTAS under Grant 99-0167.
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strain solitary wavesv. The equation governing this process is of Boussinesq type,namely, a
double dispersive equation

vt t − α1 vxx − α2( v
2)xx + α3 vxxt t − α4 vxxxx = 0.

The coefficientsαi depend upon the elastic parameters of the rod material. Exact solution of the
equation has the form of a travelling bell-shaped solitary wave. The amplitude and the velocity
of the solitary wave are explicitly connected with the elastic moduli. It allows to propose the
estimation of the Murnaghan third order elastic moduli using measurement of the solitary wave
parameters [1]. Motivated by analytical theoretical predictions, there has been successful exper-
imental generation of strain solitons in a polystyrene freelateral surface rod using holographic
interferometry [3]. The procedure developed in Ref.[18], has been successfully applied for the
more complicated modelling of strain waves in a narrowing rod[4] and in a rod interacting with
an another external elastic medium [1].

The present paper refers to the study of nonlinear solitary waves inside cylindrical rod with
microstructure. The problem is solved using the ”pseudocontinuum” Cosserat model and the
Le Roux continuum model. A procedure is developed for derivation of the model equation for
long longitudinal strain waves inside the rod. The influenceof the microstructure on the solitary
wave propagation is studied. Possible experimental determination of the parameters of the
microstructure is discussed.

2. Modelling of elastic medium with microstructure

Recall some basic ideas following Eringen [7]. Suppose the macroelement of an elastic body
contains discrete micromaterial elements. At any time the position of a material point of theαth
microelement may be expressed as

x(α) = x + ξ (α),

wherex is the position vector of the center of mass of the macroelement, ξ (α) is the position
of a point in the microelement relative to the center of mass.The motion of the center of mass
depends upon the initial positionX and timet , x = x(X, t), while for ξ (α) the axiom of affine
motion is assumed,

ξ (α) = χK (X, t) 4
(α)
K ,

where4(α) characterizes initial position of a point relative to the center of mass. Then the square
of the arc length is(ds(α))2 = dx(α)dx(α), and the difference between the squares of arc length
in the deformed and undeformed body is

(ds(α))2 − (dS(α))2 = (xk,K xk,L − δK L + 2xk,K χkM,L 4M(1)

+ χkM,K χkN,L 4M 4N )d XK d XL

+ 2
(
xk,K χkL − δK L + χkL χkM 4M

)
d XK d4L

+ χkK χkLd4K d4L .

whereδK L is the Kronecker delta. Let us introduce vector of macrodisplacements,U(X, t) and
tensor of microdisplacements,8(X, t),

xk,K = (δL K + UL ,K )δkL,

χkK = (δL K +8L K )δkL
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Then three tensors characterizing the behavior of microstructured medium follow from (1),

CK L = 1

2

(
UK ,L + UL ,K + UM,K UM,L

)
,

EK L = 8K L + UL ,K + UM,K 8M L ,

0K L M = 8K L ,M + UN,K 8N L,M ,

whereCK L is the Cauchy-Green macrostrain tensor,EK L is the tensor of a reference distortion,
0K L M is the tensor of microdistortion. Tensor of the second rankEK L accounts for the mi-
croelements motion relative to the center of mass of the macroelement, while tensor of the third
rank0K L M characterizes relative motion of the microelements of one another.

The density of the potential energy5 should be the function of these tensors,
5 = 5(CK L , EK L , 0K L M ), more precisely upon the invariants of them. The bulk density of
the kinetic energy has the form [15]

(2) K = 1

2
ρ0

(
U2

M,t + JK N 8K M,t 8N M,t

)
,

whereρ0 is macrodensity of the elastic material,JK N is the inertia tensor. Elastic media with
central symmetry posses simpler representation,JK N = J∗δK N .

One of the main problem is to define integrity basis of three tensorsCK L , EK L , 0K L M
[23, 8]. Moreover, the basic invariants of the third and higher rank tensors have not been studied.
That is why the models were developed based on the additionalassumption on a relationship
betweenU and8. One of them is the pseudocontinuum Cosserat model. According to it

(3) 8K L = −εK L M8M , 8M = 1

2
εM L K UK ,L ,

whereεK L M is the alternating tensor. The first relationship represents to the classic Cosserat
model when only rotations of solid microelements are possible. The last expression in (3)
accounts for the pseudocontinuum Cosserat model when microrotation vector8 coincides
with the macro rotation vector. In this case the density of the potential energy my be either
5 = 5(CK L , 0K L M ) or5 = 5(CK L,8K ,L ) [17, 20]. TensorEK L has the form

EK L = 1

2

(
UK ,L + UL ,K + UM,K UM,L − UM,K UL ,M

)
,

and only linear part ofEK L coincides with those ofCK L . Assume the microstructure is suf-
ficiently weak to be considered in the linear approximation[17, 20], and the Murnaghan model
[5, 12, 16] is valid for macro motion. Then the density of the potential energy may be written as

5 = λ+ 2µ

2
I 2
1 − 2µI2 + l + 2m

3
I 3
1 − 2mI1 I2 + nI3(4)

+ 2µM2(8K ,L8K ,L + η8K ,L8L ,K + β8K ,K8L ,L),

whereλ andµ are the Lamé coefficients, (l , m, n) are the third order elastic moduli, or the Mur-
naghan moduli,M, η andβ are the microstructure constants,I p, p = 1, 2,3 are the invariants
of the tensorC:

(5) I1(C) = tr C, I2(C) = [(tr C)2 − tr C2]/2, I3(C) = detC.
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Another simplified microstructure model was used by some authors, see [15, 19, 10]. Sometimes
it is referred to as the Le Roux continuum [9]. According to it

8K L = −UL ,K , 0K L M = −UL ,K M .

When microstructure is weak and may be considered in the linear approximation the linear part
of EK L is zero tensor. It means that there is no difference between deformation of elastic mi-
croelement and elastic macrostructure. In this case5 = 5(CK L, 0K L M ). Assume again the
Murnaghan model for the macro part of the energy density and use the linear Mindlin’s model
[15] for its micro part one can obtain

5 = λ+ 2µ

2
I 2
1 − 2µI2 + l + 2m

3
I 3
1 − 2mI1 I2 + nI3 + a10K K M0M L L +

a20K L L0K M M + a30K K M0L L M + a40
2
K L M + a50K L M0M L K .(6)

whereai , i = 1 − 5, are the constant microstructure parameters.

3. Nonlinear waves in a rod with pseudocontinuum Cosserat microstructure

Let us consider the propagation of a longitudinal strain wave in an isotropic cylindricalcom-
pressiblenonlinearly elastic rod. We take cylindrical Lagrangian coordinates (x, r, ϕ) wherex
is directed along the axis of the rod,−∞ < x < ∞; r is the coordinate along the rod radius,
0 ≤ r ≤ R; ϕ is a polar angle,ϕ ε[0,2π ]. Neglecting torsions the displacement vector is
U = (u, w,0). Then nonzero components of the macrostrain tensorC are

Cxx = ux + 1

2
(u2

x +w2
x),Crr = wr + 1

2
(u2

r +w2
r ),Cϕϕ = w

r
+ w2

2r 2
,

Crx = Cxr = 1

2
(ur + wx + uxur + wxwr ) .(7)

while nonzero components of the rotation tensor8K L are

(8) 8ϕ,x = wxx − urx , 8ϕ,r = wxr − urr .

The governing equations together with the boundary conditions are obtained using the
Hamilton variational principle, i.e., setting to zero the variation of the action functional,

(9) δS = δ

∫ t1

t0
dt

[
2π
∫ ∞

−∞
dx
∫ R

0
r �dr

]
= 0,

where the Lagrangian density per unit volume,�=K − 5, with K and5 defined by Eqs.(2)
(4) correspondingly. The integration in brackets in (9) is carried out at the initial timet = t0.
Initially, the rod is supposed to be in its natural, equilibrium state.

The following boundary conditions (b.c.) are imposed:

w → 0 , at r → 0,(10)

Prr = 0 , at r = R,(11)

Prx = 0 , at r = R,(12)
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where the componentsPrr , Prx of the modified Piola - Kirchhoff stress tensorP are defined
from (9) with (4 ), (2), (7) and (8) being taken into account:

Prr = (λ+ 2µ) wr + λ
w

r
+ λ ux + λ+ 2µ+ m

2
u2

r +

3λ+ 6µ+ 2l + 4m

2
w2

r + (λ+ 2l ) wr
w

r
+ λ+ 2l

2

w2

r 2
+

(λ+ 2l ) uxwr + (2l − 2m + n) ux
w

r
+ λ+ 2l

2
u2

x +

λ+ 2µ+ m

2
w2

x + (µ+ m) urwx + 4µM2 (urrx − wxxr) ,(13)

Prx = µ (ur + wx)+ (λ+ 2µ+ m) urwr + (2λ+ 2m − n) ur
w

r
+

(λ+ 2µ+ m) uxur + 2m − n

2
wx
w

r
+ (µ+ m) wxwr +

(µ+ m) uxwx + 4µM2[wxxx − uxxr + 1

r
(r (wxr − urr ))r −

1

2
J∗(urt t − wxt t)].(14)

Exception of torsions provides transformation of the initial 3D problem into a 2D one. Sub-
sequent simplification is caused by the consideration of only long elastic waves with the ratio
between the rod radiusR and typical wavelengthL is R/L � 1. The typical elastic strain mag-
nitude B is also small,B � 1. The Hamilton principle (9) yields a set of coupled equations
for u andw together with the b.c. (11 ), (12). To obtain a solution in universal way one usually
proceeds to the dimensionless form of the equations and looks for the unknown displacement
vector components in the form of power series in the small parameters of the problem (for ex-
ampleR/L), hence, leading to an asymptotic solution of the problem. However, this procedure
has some disadvantages. In particular, comparison of the predictions from the dimensionless
solution to the experiments suffers from the fact that bothB andL , are not well defined. Further,
the coefficients of the nonlinear terms usually contain combinations of elastic moduli which may
be also small in addition to the smallness ofB [21, 22] something not predicted beforehand.
Finally, this procedure gives equations of only first order in time,t , while general equations for
displacementsu andw are of the second order in time. Therefore the solution of themodel equa-
tion will not satisfy two independent initial conditions onlongitudinal strains or displacements
[21].

An alternative is to simplify the problem making some assumptions about the behavior of
longitudinal and/or shear displacements and/or strains inthe elastic wave-guide. Referring to the
elastic rod these relationships give explicit dependence of u andw upon the radius, while their
variations along the rod axis are described by some unknown function and its derivatives along
the axis of the rod. Then the application of Hamilton’s principle (9) yields the governing equation
in dimensional form for this function. This equation is of the second order of time, hence its
solution can satisfy two independent initial conditions. Any combinations of elastic moduli
appear in the coefficients of the equation, hence, subsequent scaling may take into account their
orders when introducing small parameters.

For an elastic rod, the simplest assumption is the plane cross section hypothesis [13]: the
longitudinal deformation process is similar to the beards movement on the thread. Then every
cross-section of the rod remains flat, hence,u = U(x, t) does not change along the radius
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r . However, this assumption is not enough due to the Poisson effect, i.e., longitudinal and shear
deformations are related. That is why Love proposed to use a relationship betweenw andu: w =
−r νUx , with ν the Poisson coefficient[11]. Unfortunately, the plane cross-section hypothesis
and Love’s hypothesis do not satisfy the boundary conditions that demand vanishing of both the
normal and tangential stresses,Prr and Prx , at the lateral surface of the rod with prescribed
precision.

Another theory has been proposed in [18] to find the relationships between displacement
vector components satisfying b.c. on the lateral surface ofthe rod (11), (12) as well as the
condition forw (10).

Since pure elastic wave are studied,B � 1, the ”linear” and ”nonlinear” parts of the re-
lationships may be obtained separately. A power series approximations is used, as generally
done for long wave processes. An additional parameterγ = M2/R2 is introduced to charac-
terize the microstructure contribution. Accordingly, thelongitudinal and shear displacement in
dimensionalform are:

u = uL + uN L,

uL = u0(x, t)+ r u1(x, t)+ r 2u2(x, t)+ ...,

uN L = uN L0(x, t)+ r uN L1(x, t)+ ...,(15)

w = wL + wN L,

wL = w0(x, t)+ r w1(x, t)+ r 2w2(x, t)+ ....,

wN L = wN L0(x, t)+ r wN L1(x, t)+ ...(16)

Substituting the linear partsuL andwL (15), (16) into the b.c. (10) and in the linear parts
of b.c. (11 ), (12), and equating to zero terms at equal powersof r one obtainsuk andwk. Using
these results the nonlinear partsuN L ,wN L are similarly obtained from the full b.c. We get

(17) u = U(x, t)+ νr 2

2

1 + 4γ

1 − 4γ
Uxx,

w = −νrUx − ν

2(3 − 2ν)(1 − 4γ )
[ν + 4γ (2 + ν)] r 3Uxxx −

[
ν(1 + ν)

2
+ (1 − 2ν)(1 + ν)

E

(
l (1 − 2ν)2 + 2m(1 + ν)− nν

)]
rU 2

x ,(18)

whereν is the Poisson ratio,E is the Young modulus. Other terms from the series (15), (16)
for i > 3 may be found in the same way, however, they are omitted here because of no
influence on the final model equation for the strain waves. Substituting (17), (18) into (9), and
using Hamilton’s principle we obtain that longitudinal strains,v = Ux, obey a double dispersive
nonlinear equation:

(19) vt t − α1 vxx − α2( v
2)xx + α3 vxxt t − α4 vxxxx = 0,

whereα1 = c2
∗ = E/ρ0, α2 = β/(2ρ0), β = ( 3E +2l (1−2ν)3 +4m(1+ν)2(1−2ν)+6nν2),

α3 = ν(1 − ν)R2/2,

α4 = νE R2

2ρ0

1 + 4γ

1 − 4γ
.
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Hence the microstructure affects only dispersion in Eq.(19). The solitary wave solution of
Eq.(19) is

(20) v = 6νE R2k2

β

(
1 + 4γ

1 − 4γ
− (1 − ν)V2

c2
∗

)
cosh−2(k (x − V t)),

whereV is a free parameter while the wave numberk is defined by

(21) k2 = 2ρ0(V
2 − c2

∗)

νE R2
(

1+4γ
1−4γ

− (1−ν)V2

c2
∗

) .

Therefore the contribution of the microstructure results in the widening of the permitted
solitary wave velocities,

1<
V2

c2
∗

<
1

1 − ν

1 + 4γ

1 − 4γ
.

Also the characteristic width of the solitary wave proportional to 1/k becomes larger relative
to the wave width in pure elastic case,γ = 0. We considerγ to be rather small due to the
experimental data from Ref. [20]. Then the type of the solitary wave (compression/tensile) is
defined by the sign of the nonlinearity parameterβ like in case without microstructure.

4. Nonlinear waves in a rod with Le Roux continuum microstructure

The procedure of obtaining the governing equations is similar to those used in previous section.
The nonzero components of the tensor0K L M are

0xxx = −uxx, 0xxr = 0rxx = −uxr , 0xrx = −wxr ,

0xrr = 0rrx = −wxr , 0rxr = −urr , 0rrr = −wrr .

The b.c. (11), (12) are satisfied for the strain tensor components

Prr = (λ+ 2µ) wr + λ
w

r
+ λ ux + λ+ 2µ+ m

2
u2

r + 3λ+ 6µ + 2l + 4m

2
w2

r +

(λ+ 2l ) wr
w

r
+ λ+ 2l

2

w2

r 2
+ (λ+ 2l ) uxwr + (2l − 2m + n) ux

w

r
+

λ+ 2l

2
u2

x + λ+ 2µ+ m

2
w2

x + (µ+ m) urwx + 2J∗ (2uxt t + wrt t )−

2a1uxxx − 2(a1 + 2a2)wxxr − 2(a1 + a2)
1

r
(r (wrr ))r − a1

1

r
(r (uxr ))r ,(22)

Prx = µ (ur + wx)+ (λ+ 2µ+ m) urwr + (2λ+ 2m − n) ur
w

r
+

(λ+ 2µ+ m) uxur + 2m − n

2
wx
w

r
+ (µ+ m) wxwr +

(µ+ m) uxwx + 2J∗urt t − a1wxrr − 2(a1 + 2a2)uxxr − 2a2
1

r
(r (urr ))r .(23)

Then the approximations for the components of the displacement vector have the form

(24) u = U(x, t)+ νr 2

2

1

1 − N
Uxx,
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w = −νrUx − 4J∗(2 − ν)(1 + ν)(1 − 2ν)

E(3 − 2ν)R2
r 3Uxt t −

ν2 − (1 − 2ν)(1 − N)(G(1 − ν) − 2νN)

2(3 − 2ν)(1 − N)
r 3Uxxx −

[
ν(1 + ν)

2
+ (1 − 2ν)(1 + ν)

E

(
l (1 − 2ν)2 + 2m(1 + ν)− nν

)]
rU 2

x ,(25)

whereG = 2a1/µR2, N = 2a2/µR2. Like in previous section the governing equation for
longitudinal strainv = Ux is the double dispersive equation (19) whose coefficients are defined
now as

α1 = c2
∗, α2 = β

2ρ0
, α3 = νR2

2(1 − N)
− ν2R2

2
+ 2J∗ν(2 − ν), α4 = νc2

∗ R2

2(1 − N)
.

Solitary wave solution has the form

(26) v = 6νE R2k2

β

(
1

1 − N
−
[

1

1 − N
− ν + 4J∗(2 − ν)

R2

]
V2

c2
∗

)
cosh−2(k (x − V t)),

whereV is a free parameter, and the wave numberk is defined by

(27) k2 = 2(1 − N)ρ0(V
2 − c2

∗)

νE R2
[
c2
∗ − V2

(
1 − ν(1 − N) + 4J∗(1 − N)(2 − ν)/R2

)] .

Physically reasonable case corresponds to rather smallN, N < 1. Then the influence of the
microstructure yields an alteration of the permitted solitary wave velocities interval,

1<
V2

c2
∗

<
1

1 − ν(1 − N) + 4J∗(1 − N)(2 − ν)/R2
.

The widening or narrowing of the interval depends upon the relationship betweenN and the
parameter of microinertiaJ∗. Like in previous section the type of the solitary wave is governed
by the sign of the nonlinearity parameterβ. At the same time the characteristic width of the
solitary wave proportional to 1/k turns out smaller than the wave width in a pure macroelastic
case,N = 0, J∗ = 0.

5. Discussion

It is found that the double dispersive equation (19) accounts for longitudinal strain wave propa-
gation inside the rod even in presence of the microstructure, and only dispersion term coefficients
alter in comparison with the pure macroelastic case. The procedure proposed in [18] is profitably
applied for the derivation of the governing equation in dimensional form for both the Cosserat
and the Le Roux models. The assumption of the linear contribution of the microstructure is
correct since its nonlinear contribution, being weaker, may provide alterations only in the ne-
glected higher order nonlinear and dispersion terms in the governing equation. Hence we don’t
need in an additional nonlinear terms in the density of the potential energy5 thus avoiding the
additional unknown parameters (like Murnaghan’s third order moduli) describing the nonlinear
contribution of the microstructure.



Strain solitary waves 197

The alterations of the amplitude and the wave width, caused by the microstructure, have
been found in both case under study. The important result is in the opposite changing of the
wave width which gives a possibility to distinguish the Cosserat and the Le Roux models in
possible experiments.

The dispersion caused by the microstructure may be observedexperimentally, and numer-
ical data on microstructure parameters my be obtained[20].In experiments on solitary waves
propagation [3] the amplitude and the velocity of the wave may be measured. Therefore ex-
pressions (20), (21) provide possible estimation of the parameterM in the pseudocontinuum
Cosserat model. In case of the Le Roux continuum there is an extra parameterJ∗, see (26), (27),
and parametersN andJ∗ cannot be estimated separately.
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NOTES ON STRESSES FOR MANIFOLDS

Abstract. The geometric structure of stress theory on differentiablemanifolds
is considered. Mechanics is assumed to take place on anm-dimensional and no
additional metric or parallelism structure is assumed. Twodifferent approaches are
described. The first is a generalisation of the traditional Cauchy approach where
the resulting stresses are represented mathematically as vector valued(m − 1)-
forms. The second approach is variational and stresses are represented by densities
valued in the dual of the first jet bundle. It is shown how a variational stress induces
a Cauchy stress.

1. Introduction

This work describes some issues related to the formulation of stress theory on manifolds. In pre-
vious works (see [1, 2, 3, 4]), stress theory for the case where both body and space are modeled
by differentiable manifolds rather the traditional Euclidean spaces was developed. In [1] a gen-
eral weak formulation of stress theory was presented. On thebasis of some general guidelines
(see the motivation for the introduction of variational stresses below), stresses were presented as
measures on the body manifold valued in the dual of a jet bundle. Such a stress measure repre-
sents a force using a representation theorem for the force functional. In that work, assuming that
the stress measures may be represented by smooth densities,the additional geometric structure
of a connection was used in order to allow the representationof a force by a body force field and
a surface force field. In the sequel, we will refer to this approach as the variational approach. In
the more recent works, [2, 3] stress theory was presented on manifolds without any additional
geometric structure (e.g., a connection) from a point of view that is analogous to the classical
Cauchy theory of stresses. In [2] the theory was presented for the case of scalar valued quantities
and in [3] the theory was extended to forces. We will refer to this method as the generalized
Cauchy approach. In [4], some aspects of the relation between the Cauchy approach and the
variational approach were considered.

After a presentation of the generalized Cauchy approach in Section 2, Section 3 is con-
cerned with the Cauchy postulates given in [3]. It is shown that the boundedness postulate in
[3], that is a generalization of the balance of momentum in the traditional formulation, is not
general enough. A revised version of the boundedness postulate is suggested and it is shown
that the weaker assumption does not alter the proof of the generalized Cauchy theorem in the
aforementioned paper.

Sections 4 and 5 review the variational approach and its relation to the generalized Cauchy
approach presented in [4]. Section 6 extends this relation and shows how the representation of

∗The research leading to this paper was partially supported by the Paul Ivanier Center for Robotics
Research and Production Management at Ben-Gurion University.
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forces by body forces and surface forces in the Cauchy approach is completely equivalent to the
representation of forces by variational stress densities in the variational approach.

2. Cauchy’s stress theory for manifolds

Letπ : W → �
be a vector bundle over them-dimensional orientable manifold

�
. It is assumed

that a particular orientation is chosen on
�

. The vector bundle is interpreted as the bundle of
generalized velocities over

�
. The manifold

�
is interpreted as the universal body and the vector

bundle is interpreted as the bundle of generalized velocities over
�

. Cauchy’s stress theory
for manifolds, presented in [3], considers for each compactm-dimensional submanifold with
boundary� of

�
linear functionals of the generalized velocity fields containing a volume term

and a boundary term of the form

F� (w) =
∫

�
b� (w)+

∫

∂
�

t� (w).

Here, using the notation
∧p(T∗X) for the bundle ofp-forms on a manifoldX,w is a section of

W, b� , thebody force, is a section ofL
(
W,

∧m(T∗� )
)

andt� theboundary forceis a section

of L
(
W,

∧m−1(T∗∂� )
)
. The functionalF� is interpreted as the force, or power, functional and

the valueF� (w) is classically interpreted as the power of the force for the generalized velocity
fieldw.

Cauchy’s postulates for the force system{F� = (b� , t� )} presented in [3] may be sum-
marized as follows.

(i) For everyx ∈ �
and every body� , b� (x) = b(x), that is, the value of the body force at

a point is independent of the body containing it. Accordingly, we will omit the subscript
� .

(ii ) Let us consider the Grassmann bundle of hyperplanesGm−1(T
�
) → �

whose fiber
Gm−1(Tx

�
) at any pointx ∈ �

is the Grassmann manifold of hyperplanes, i.e.,(m− 1)-
dimensional subspaces of the tangent spaceTx

�
. Let

L
(
W,

m−1∧
Gm−1(T

�
)∗
)

→ Gm−1(T
�
)

be the vector bundle overGm−1(T
�
) whose fiber over a hyperplaneH ⊂ Tx

�
is the

vector space of linear mappingsL
(
Wx,

∧m−1 H∗
)
. Then, the dependence oft� on� is

via a smooth section

Σ : Gm−1(T
�
) → L

(
W,

m−1∧
Gm−1(T

�
)∗
)
,

theCauchy section, such thatt� = Σ(H) whereH = Tx∂� .

(iii ) The Cauchy sectionΣ is continuous.

(iv) There is a sectionζ of L
(
W,

∧m(T∗� )
)

such that

∣∣F� (w)
∣∣ =

∣∣∣∣
∫

�
b(w)+

∫

∂
�

t� (w)
∣∣∣∣ ≤

∫

�
ζ(w)

for every body� .
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Using the results of [2], it is shown in [3] that there is a unique sectionσ of L
(
W,

∧m−1(T∗� )
)

called theCauchy stresssuch that

t� (w)(v1, . . . , vm−1) = σ(w)(v1, . . . , vm−1),

for any collection ofm−1 vectors(v1, . . . , vm−1) ∈ Tx∂� , x ∈ ∂� , where the dependence on
x was omitted in order to simplify the notation. Using the notation ι : ∂� → �

for the natural
inclusion mapping, so thatι∗ :

∧m−1(T∗� ) →
∧m −1

(
T∗∂�

)
is the restriction of forms, we

may writet� (w) = ι∗
(
σ(w)

)
which we will also write ast� = ι∗(σ )—the generalized Cauchy

formula. We will refer to this result as thegeneralized Cauchy theorem.

Assume that(xi , wα) are local vector bundle coordinates in a neighborhoodπ−1(U) ⊂ W,
U ⊂ �

with local basis elements{Wαeα} so a section ofW is represented locally bywαWαeα .
Then, denoting the dual base vectors by{Wαeα} a stressσ is represented locally by

σ
α1...k̂...mWαeα ⊗ dx1∧ . . .∧d̂xk∧ . . .∧dxm,

where a “hat” indicates the omission of an item (an index or a factor). The value ofσ(w) is
represented locally by

σ
α1...k̂...mw

αdx1∧ . . .∧d̂xk∧ . . .∧dxm.

3. The revised boundedness postulate

If we substitute the generalized Cauchy formula into the expression forF� (w) we obtain

F� (w) =
∫

�
b� (w)+

∫

∂
�

t� (w)

=
∫

�
b� (w)+

∫

∂
�
ι∗
(
σ(w)

)

=
∫

�
b� (w)+

∫

�
d
(
σ(w)

)
,

where Stokes’ theorem was used in the last line. It is clear form the local expression forσ(w)
that the exterior derivativedσ(w) depends on the derivative ofw an not only on the local value
of w. In other words,F� (w) is a local linear functional on the first order jetj 1(w).

Using the observation thatF� should be a local linear functional on the first jet ofw, we
replace the boundedness postulate (iv) by the following

Revised boundedness postulate

There is a sectionSof L
(
J1(W),

∧m(T∗� )
)

such that

∣∣F� (w)
∣∣ =

∣∣∣∣
∫

�
b(w)+

∫

∂
�

t� (w)
∣∣∣∣ ≤

∫

�

∣∣∣S
(

j 1(w)
)∣∣∣,

where the absolute value of anm-form θ , S
(

j 1(w)
)

in this case, is given as

|θ(x)| =
{

θ(x) if θ(x) is positively oriented,

−θ(x) if θ(x) is negatively oriented
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relatively to the orientation chosen on
�

.

It is noted that the revised boundedness postulate may also be written as
∣∣∣∣
∫

∂
�

t� (w)
∣∣∣∣ ≤

∫

�

∣∣∣S0
(

j 1(w)
)∣∣∣,

for some sectionS0 of L
(
J1(W),

∧m(T∗� )
)
. This follows from

−
∣∣∣∣
∫

�
b(w)

∣∣∣∣+
∣∣∣∣
∫

∂
�

t� (w)
∣∣∣∣ ≤

∣∣∣∣
∫

�
b(w)+

∫

∂
�

t� (w)
∣∣∣∣ ≤

∫

�

∣∣∣S
(

j 1(w)
)∣∣∣

so
∣∣∣∣
∫

∂
�

t� (w)
∣∣∣∣ ≤

∫

�

∣∣∣S
(
j 1(w)

)∣∣∣+
∣∣∣∣
∫

�
b(w)

∣∣∣∣

≤
∫

�

∣∣∣S
(
j 1(w)

)∣∣∣+
∫

�

∣∣∣b(w)
∣∣∣

=
∫

�

(∣∣∣S
(

j 1(w)
)∣∣∣+

∣∣∣b(w)
∣∣∣
)

≤
∫

�

∣∣∣S0
(

j 1(w)
)∣∣∣,

for someS0.

For an arbitraryx ∈ �
we want to show that

t� (w) = Σ(Tx∂� )(w) = ι∗
(
σ(w)

)
,

for a unique element ofL
(
Wx,

∧m −1(Tx
�
)
)
, where in the equation above we omitted the

dependence onx.

Just as in [3], the proof the generalized Cauchy theorem is based on the following points:

(a) The assertion is local and written in an invariant form and hence it may be proved in any
vector bundle chart.

(b) Using a local basis{Wαeα} for the neighbohood where the vector bundle chart is used,
any vectorw ∈ Wx may be expressed in the formw = wαWαeα , sot� (w) = wατ�α ,
where,τ�α = t� (Wαeα).

(c) For the local vector fieldWαeα in the chart neighborhood ofx, the scalar valued exten-
sive property given by the volume termβα = b(Wαeα), the flux density termτ�α =
t� (Wαeα), and the source termsα =

∣∣S
(
j 1(Waseα )

)∣∣ satisfies the generalized Cauchy

postulates for scalar valued quantities (see [2]). In particular, it is noted that ifS
(

j 1(w)
)

is represented locally by

S
(

j 1(w)
)
α1...mdx1∧ . . .∧dxm =

(
Sα1...mw

α + Si
α1...mw

α
,i
)
dx1∧ . . .∧dxm

(the components dual towα and those dual towα
i differ in notation only by the number

of indices), then,sα = |Sα1...m|. Hence, by the Cauchy theorem for scalars [2], there is a
unique collection of(dim Wx) (m − 1)-formsσα such thatτ�α = ι∗(σα). These forms
representσ(x) ∈ L

(
Wx,

∧m−1 Tx∂�
)

in the given chart.
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4. Variational stress densities

Let π : W → �
be a vector bundle as in the previous section. Avariational stress densityis a

section ofL(J1(W)1
∧m(T∗� )

)
, whereJ1(W) is the first jet bundle associated withW.

For the vector bundle coordinate system(xi , wα), i = 1, . . . ,m, α = 1, . . . , dim(Wx), the

jet of a section is represented locally by the functions{wα(xi ),wβ
, j (x

k)}, where a subscript fol-
lowing a comma indicates partial differentiation. A variational stress density will be represented

locally by the functions{Sα1...m, Sj
β1...m} so that the single component of them-form S

(
j 1(w)

)

in this coordinate system is

S
(

j 1(w)
)
1...m = Sα1...mw

α + Sj
β1...mw

β
, j .

Note that the notation distinguishes between the components of S that are dual to the values
of the section and those dual to the derivatives by the numberof indices only. The next few
paragraphs motivate the introduction of variational stress densities.

The rational behind the generalized variational formulation of stress theory is the frame-
work for mechanical theories where a configuration manifoldis constructed for the system under
consideration, generalized velocities are defined as elements of the tangent bundle to the con-
figuration manifold, and generalized forces are defined as elements of the cotangent bundle of
the configuration space. For the mechanics of continuous bodies, a configuration is an embed-
ding of the body� in space� . The natural topology for the collection of embeddings is the
C

1
-topology for which the collection of embeddings is open in the collection of allC

1
-mappings

of the body into space. Using this topology, the tangent space to the configuration manifold at
the configurationκ : � → � is C

1(
κ∗(T� )

)
, the Banachable space ofC

1
-sections of the pull-

backκ∗(T� ). Thus forces in continuum mechanics are elements ofC
1(
κ∗(T� )

)∗ – linear

functionals on the space of differentiable vector fields equipped with theC
1
-topology.

The basic representation theorem (see [1]) states that a force functionalF ∈ C
1(
κ∗(T� )

)∗

may be represented by measures on
�

- thevariational stress measures- valued inJ1(κ∗(T� ))∗,
the dual of the first jet bundleJ1(κ∗(T� )) → �

. Thus, the evaluation of a forceF� on the
generalized velocityw is

F� (w) =
∫

�
dµ
(

j 1(w)
)
,

whereµ is theJ1(κ∗T� )∗-valued measure – a section Schwartz distribution.

Assuming thatκ is defined on all the material universe
�

, we use the notationW for
κ∗(T� ). This vector bundle can be restricted to the individual bodies, and with some abuse
of notation, we use the same notation for both the bundle and its restriction to the individual
bodies.

Thus, in the smooth case, a variational stress measure is given in terms of a sectionSof the
vector bundle of linear mappingsL

(
J1(W),

∧m−1(T∗� )
)

so

F� (w) =
∫

�
S( j 1(w)).

This expression makes sense asS( j 1(w)), is an(m − 1)-form whose value at a pointx ∈ � is
S(x)

(
j 1(w)(x)

)
.
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Since in the sequel we consider only the smooth case, we will use “variational stresses” to
refer to the densities.

5. The Cauchy stress induced by a variational stress

In [4] we defined a canonical mapping

pσ : L
(
J1(W),

m∧
(T∗� )

)
→ L

(
W,

m−1∧
(T∗� )

)
,

that assigns to a variational stress densityS a Cauchy stressσ satisfying the following relation.
At everyx ∈ �

(we suppress the evaluation atx in the notation)

φ ∧ σ(w) = S( jφ⊗w).

Here, jφ⊗w is roughly the jet atx of a section whose value is 0∈ Wx and its derivative is
φ ⊗w. More precisely, ifu :

� → W is the section whose first jet atx is jφ⊗w, then, u
satisfies the following conditions:u(x) = 0; denoting the zero section ofW by 0, Txu −
Tx0 ∈ L

(
Tx
�
, T0(x)Wx

)
induces the linear mappingφ⊗w through the isomorphism ofT0(x)Wx

with Wx. The local representative ofpσ is as follows. Ifσ = pσ (S), then, using the local
representatives ofσ andSas in the previous sections,

σβ1...ı̂ ...m = (−1)i−1S+i
β1...m, (no sum overi ).

The mappingpσ is clearly linear and surjective.

6. The divergence of a variational stress

Given a variational stress densityS its generalized divergence DivS is the section of the bundle
L
(
W,

∧m(T∗� )
)

defined by

DivS(w) = d
(
pσ (S)(w)

)
− S

(
J1(w)

)
.

The local expression for DivS(w) is

(
Si
α1...m,i − Sα1...m

)
wαdx1∧ . . .∧dxm,

which shows that DivS depends only on the values ofw and not its derivative. With these
definitions one obtains for the case where

F� (w) =
∫

�
S
(
j 1(w)

)

that

F� (w) =
∫

�
b� (w)+

∫

∂
�

t� (w)

wheret� (w) = ι∗�
(
σ(w)

)
and Div S + b� = 0. We conclude that every variational stress

induces a unique force system{(b� , t� )} through the Cauchy stress it induces and its diver-
gence. Actually, we obtained a decomposition ofS

(
j 1(w)

)
into an exact differential and a term
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that is linear in the values ofw. The converse is also true. If we have a force system that sat-
isfies Cauchy’s postulates, then, the induced Cauchy stressenables us to define a sectionS of
L
(
J1(W),

∧m−1(T∗� )
)

by S
(

j 1(w)
)

= b(w)+ dσ(w). Clearly, writing the local expression
for S, it is linear in the jet ofw. Hence,

F� (w) =
∫

�
b(w)+

∫

�
dσ(w) =

∫

�
S
(

j 1(w)
)
.

If for a given variational stress DivS= 0, thenS
(

j 1(w)
)

= dσ(w), for σ = pσ ◦ S.
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NON-LOCAL CONTINUUM THERMODYNAMIC

EXTENSIONS OF CRYSTAL PLASTICITY TO INCLUDE

THE EFFECTS OF GEOMETRICALLY-NECESSARY

DISLOCATIONS ON THE MATERIAL BEHAVIOUR

Abstract. The purpose of this work is the formulation of constitutive models
for the inelastic material behaviour of single crystals andpolycrystals in which
geometrically-necessary dislocations (GNDs) may developand influence this be-
haviour. To this end, we focus on the dependence of the development of such dis-
locations on the inhomogeneity of the inelastic deformation in the material. More
precisely, in the crystal plasticity context, this is a relation between the density of
GNDs and the inhomogeneity of inelastic deformation in glide systems. In this
work, two models for GND density and its evolution, i.e., a glide-system-based
model, and a continuum model, are formulated and investigated. As it turns out,
the former of these is consistent with the original two-dimensional GND model of
Ashby (1970), and the latter with the more recent model of Daiand Parks (1997).
Since both models involve a dependence of the inelastic state of a material point on
the (history of the) inhomogeneity of the glide-system inelastic deformation, their
incorporation into crystal plasticity modeling necessarily implies a correspond-
ing non-local generalization of this modeling. As it turns out, a natural quantity
on which to base such a non-local continuum thermodynamic generalization, i.e.,
in the context of crystal plasticity, is the glide-system (scalar) slip deformation.
In particular, this is accomplished here by treating each such slip deformation as
either (1), a generalized “gradient” internal variable, or(2), as a scalar internal
degree-of-freedom. Both of these approaches yield a corresponding generalized
Ginzburg-Landau- or Cahn-Allen-type field relation for this scalar deformation
determined in part by the dependence of the free energy on thedislocation state in
the material. In the last part of the work, attention is focused on specific models for
the free energy and its dependence on this state. After summarising and briefly dis-
cussing the initial-boundary-value problem resulting from the current approach as
well as its algorithmic form suitable for numerical implementation, the work ends
with a discussion of additional aspects of the formulation,and in particular the
connection of the approach to GND modeling taken here with other approaches.

∗I thank Paolo Cermelli for helpful discussions and for drawing my attention to his work and that of
Morton Gurtin on gradient plasticity and GNDs.
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1. Introduction

Standard micromechanical modeling of the inelastic material behaviour of metallic single crys-
tals and polycrystals (e.g., Hill and Rice, 1972; Asaro, 1983; Cuitiño and Ortiz, 1992) is com-
monly based on the premise that resistance to glide is due mainly to the random trapping of
mobile dislocations during locally homogeneous deformation. Such trapped dislocation are com-
monly referred to as statistically-stored dislocations (SSDs), and act as obstacles to further dis-
location motion, resulting in hardening. As anticipated inthe work of Nye (1953) and Kröner
(1960), and discussed by Ashby (1970), an additional contribution to the density of immobile
dislocations and so to hardening can arise when the continuum lengthscale (e.g., grain size) ap-
proaches that of the dominant microstructural features (e.g., mean spacing between precipitates
relative to the precipitate size, or mean spacing between glide planes). Indeed, in this case,
the resulting deformation incompatibility between, e.g.,“hard” inclusions and a “soft” matrix,
is accomodated by the development of so-called geometrically-necessary dislocations (GNDs).
Experimentally-observed effects in a large class of materials such as increasing material hard-
ening with decreasing (grain) size (i.e., the Hall-Petch effect) are commonly associated with the
development of such GNDs.

These and other experimental results have motivated a number of workers over the last
few years to formulate various extensions (e.g., based on strain-gradients: Fleck and Hutchin-
son, 1993, 1997) to existing local models for phenomenological plasticity, some of which have
been applied to crystal plasticity (e.g., the strain-gradient-based approach: Shu and Fleck, 1999;
Cosserat-based approach: Forest et al., 1997) as well. Various recent efforts in this direction
based on dislocation concepts, and in particular on the ideaof Nye (1953) that the incompati-
bility of local inelastic deformation represents a continuum measure of dislocation density (see
also Kröner, 1960; Mura, 1987), include Steinmann (1996),Dai and Parks (1997), Shizawa and
Zbib (1999), Menzel and Steinmann (2000), Acharya and Bassani (2000), and most recently
Cermelli and Gurtin (2001). In addition, the recent work of Ortiz and Repetto (1999) and Ortiz
et al. (2000) on dislocation substructures in ductile single crystals demonstrates the fundamental
connection between the incompatibility of the local inelastic deformation and the lengthscale of
dislocation microstructures in FCC single crystals. In particular, the approaches of Dai and Parks
(1997), Shizawa and Zbib (1999), and Archaya and Bassani (2000) are geared solely to the mod-
eling of additional hardening due to GNDs and involve no additional field relations or boundary
conditions. For example, the approach of Dai and Parks (1997) was used by Busso et al. (2000)
to model additional hardening in two-phase nickel superalloys, and that of Archaya and Bassani
(2000) by Archaya and Beaudoni (2000) to model grain-size effects in FCC and BCC polycrys-
tals up to moderate strains. Except for the works of Acharya and Bassani (2000) and Cermelli
and Gurtin (2001), which are restricted to kinematics, all of these presume directly or indirectly
a particular dependence of the (free) energy and/or other dependent constitutive quantities (e.g.,
yield stress) on the gradients of inelastic state variables, and in particular on that of the local
inelastic deformation, i.e., that determine its incompatibility. Yet more general formulations of
crystal plasticity involving a (general) dependence of thefree energy on the gradient of the local
inelastic deformation can be found in, e.g., Naghdi and Srinivasa (1993, 1994), Le and Stumpf
(1996), or in Gurtin (2000).

From the constitutive point of view, such experimental and modeling work clearly demon-
strates the need to account for the dependence of the constitutive relations, and so material
behaviour, on the inhomogeneity or “non-locality” of the internal fields as expressed by their
gradients. In the phenomenological or continuum field context, such non-locality of the material
behaviour is, or can be, accounted for in a number of existingapproaches (e.g., Maugin, 1980;
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Capriz, 1989; Maugin, 1990; Fried and Gurtin, 1993, 1994; Gurtin, 1995; Fried, 1996; Valanis,
1996, 1998) for broad classes of materials. It is not the purpose of the current work to compare
and contrast any of these with each other in detail (in this regard, see, e.g., Maugin and Muschik,
1994; Svendsen, 1999); rather, we wish to apply two of them toformulate continuum thermody-
namic models for crystal plasticity in which gradients of the inelastic fields in question influence
the material behaviour. To this end, we must first identify the relevant internal fields. On the
basis of the standard crystal plasticity constitutive relation for the local inelastic deformation�P,
a natural choice for the principal inelastic fields of the formulation is the set of glide-system
deformations. In contrast, Le and Stumpf (1996) worked in their variational formulation directly
with �P, and Gurtin (2000) in his formulation based on configurational forces with the set of
glide-system slip rates. In both of these works, a principalresult takes the form of an extended
or generalized Euler-Lagrange-, Ginzburg-Landau- or Cahn-Allen-type field relation for the re-
spective principal inelastic fields. Generalized forms of such field relations for the glide-system
deformations are obtained in the current work by modeling them in two ways. In the simplest
approach, these are modeled as “generalized” internal variables (GIVs) via a generalization of
the approach of Maugin (1990) to the modeling of the entropy flux. Alternatively, and more gen-
erally, these are modeled here as internal degrees-of-freedom (DOFs) via the approach of Capriz
(1989) in the extended form discussed by Svendsen (2001a). In addition, as shown here, these
formulations are general enough to incorporate in particular a number of models for GNDs (e.g.,
Ashby, 1970; Dai and Parks, 1997) and so provide a thermodynamic framework for extended
non-local crystal plasticity modeling including the effects of GNDs on the material behaviour.

After some mathematical preliminaries (§2), the paper begins (§3) with a brief discussion
and formulation of basic kinematic and constitutive issuesand relations relevant to the continuum
thermodynamic approach to crystal plasticity taken in thiswork. In particular, as mentioned
above, the standard constitutive form for�P in crystal plasticity determines the glide-system
slip deformations (“slips”) as principal constitutive unknowns here. Having then established the
corresponding constitutive class for crystal plasticity,we turn next to the thermodynamic field
formulation and analysis (§§4-5), depending on whether theglide-system slips are modeled as
generalized internal variables (GIVs) (§4), or as internaldegrees-of-freedom (DOFs) (§5). Next,
attention is turned to the formulation of two (constitutive) classes of GND models (§6), yielding
in particular expressions for the glide-system effective (surface) density of GNDs. The first class
of such models is based on the incompatibility of glide-system local deformation. To this class
belong for example the original model of Ashby (1970) and therecent dislocation density tensor
of Shizawa and Zbib (1999). The second is based on the incompatibility of �P and is consistent
with the model of Dai and Parks (1997). With such models in hand, the possible dependence of
the free energy on quantities characterising the dislocation state of the material (e.g., dislocation
densities) and the corresponding consequences for the formulation are investigated (§7). Beyond
the GND models formulated here, examples are also given of existing SSD models which can be
incorporated into models for the free energy, and so into thecurrent approach. After discussing
simplifications arising in the formulation for the case of small deformation (§8), as well as the
corresponding algorithmic form, the paper ends (§9) with a discussion of additional general
aspects of the current approach and a comparison with other related work.

2. Mathematical preliminaries

If W and Z represent two finite-dimensional linear spaces, let Lin(W, Z) represent the set of
all linear mappings fromW to Z. If W and Z are inner product spaces, the inner products
on W and Z induce the transpose�T ∈ Lin(Z,W) of any� ∈ Lin(W, Z), as well as the inner
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product� · � : = trW(�T� ) = trZ(�
� T) on Lin(W, Z) for all � , � ∈ Lin(W, Z). The main

linear space of interest in this work is of course three-dimensional Euclidean vector spaceV . Let
Lin(V ,V) represent the set of all linear mappings ofV into itself (i.e., second-order Euclidean
tensors). Elements ofV and Lin(V ,V ), or mappings taking values in these spaces, are denoted
here as usual by bold-face, lower-case�, . . . and upper-case

�
, . . ., italic letters, respectively.

In particular,� ∈ Lin(V ,V) represents the second-order identity tensor. As usual, thetensor
product� ⊗ � of any two �, � ∈ V can be interpreted as an element� ⊗ � ∈ Lin(V ,V) of
Lin(V ,V) via (� ⊗ �)� : = (� · �)� for all �, �, � ∈ V . Let sym(

�
) : = 1

2 (
�

+
�T) and

skw(
�
) : = 1

2 (
�

−
� T) represent the symmetric and skew-symmetric parts, respectively, of

any
�

∈ Lin(V ,V ). The axial vector axi(�) ∈ V of any skew tensor� ∈ Lin(V ,V ) is defined
by axi(� )× � : = ��. Let �, �, � ∈ V be constant vectors in what follows.

Turning next to field relations, the definition

(1) curl� : = 2 axi(skw(∇� ))

for the curl of a differentiable Euclidean vector field� is employed in this work,∇ being the
standard Euclidean gradient operator. In particular, (1) and the basic result

(2) ∇( f �) = � ⊗ ∇f + f (∇�)

for all differentiable functionsf and vector fields� yield the identity

(3) curl( f �) = ∇f × � + f (curl�) .

In addition, (1) yields the identity

(4) curl� · � × � = ∇�� · � − ∇�� · �

for curl� in terms of the directional derivative

(5) ∇�� : = (∇�)�

of � in the direction� ∈ V . Turning next to second-order tensor fields, we work here with the
definition∗

(6) (curl	 )T� : = curl(	 T�)

for the curl of a differentiable second-order Euclidean tensor field	 as a second-order tensor
field. From (3) and (6) follows in particular the identity

(7) curl( f 	 ) = 	 (� × ∇f )+ f (curl	 )

for all differentiable f and	 , where(� × �)� : = � × �. Note that(� × �)T = � × � with
(� × �)� : = � × �. Likewise, (1) and (6) yield the identity

(8) (curl	 )(� × �) : = (∇�	 )� − (∇�	 )�

for curl	 in terms of the directional derivative

∇�	 (∇	 )�
∗This is of course a matter of convention. Indeed, in contrastto (6), Cermelli and Gurtin (2001) define

(curl
 )
� : = curl (
 T�).
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of 	 in the direction� ∈ V . Here,∇	 represents a third-order Euclidean tensor field. Let�
be a differentiable invertible tensor field. From (8) and theidentity

(9)
� T(

�� ×
��) = det(

�
) (� × �)

for any second-order tensor
�

∈ Lin(V ,V), we obtain

(10) curl(	� ) = det(� ) (curl
�
	 )� −T + 	 (curl� )

for the curl of the product of two second-order tensor fields.Here, curl
�

represents the curl
operator induced by the Koszul connection∇

�
induced in turn by the invertible tensor field� ,

i.e.,

(11) ∇
�
	 : = (∇	 )� −1 .

The corresponding curl operation then is defined in an analogous fashion to the standard form
(8) relative to∇.

Third-order tensors such as∇	 are denoted in general in this work by� , �, . . . and inter-
preted as elements of either Lin(V ,Lin(V ,V)) or Lin(Lin(V , V),V ). Note that any third-order
tensor� induces one�S defined by

(12) (�S�)� : = (� �)� .

In particular, this induces the split

(13) � = symS(� )+ skwS(� )

of any third-order tensor� into “symmetric”

(14) symS(� ) : = 1
2(� + �S)

and “skew-symmetric”

(15) skwS(� ) : = 1
2(� − �S

)

parts. In addition, the latter of these induces the linear mapping

(16) axiS : Lin(V ,Lin(V ,V )) −→ Lin(V ,V ) | � 7−→
�

= axiS(� )

defined by

(17) axiS(� )(� × �) : = 2 (skwS(� )�)� = (� �)� − (� �)� .

With the help of (12)–(17), one obtains in particular the compact form

(18) curl	 = axiS(∇	 )

for the curl of a differentiable second-order tensor field	 as a function of its gradient∇	 from
(8). The transpose�T ∈ Lin(Lin(V ,V),V ) of any third-order tensor� ∈ Lin(V ,Lin(V ,V)) is
defined here via�T� · � = � · � �.

Finally, for notational simplicity, it proves advantageous to abuse notation in this work and
denote certain mappings and their values by the same symbol.Other notations and mathematical
concepts will be introduced as they arise in what follows.
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3. Basic kinematic, constitutive and balance relations

Let B represent a material body,p ∈ B a material point of this body, andE Euclidean point space
with translation vector spaceV . A motion of the body with respect toE in some time interval
I ⊂ � takes as usual the form �

= ξ (t, p)

relating eachp to its (current) timet ∈ I position
�

∈ E in E. On this basis,ξ̇ represents the
material velocity, and

(19) �κ (t, p) : = (∇κ ξ )(t, p) ∈ Lin+(V ,V )

the deformation gradient relative to the (global) reference placementκ of B into E. Here, we
are using the notation

∇κ ξ : = κ∗(∇(κ∗ξ ))

for the gradient ofξ with respect toκ in terms of push-forward and pull-back, where(κ∗ξ )(t, �κ )
: = ξ (t, κ−1(�κ )) for push-forward byκ , with �κ = κ (p), and similarly forκ∗. Like ξ , ξ̇ and
�κ , all fields to follow are represented here as time-dependentfields onB. And analogous to
that ofξ in (19), the gradients of these fields are all defined relativeto κ . More precisely, these
are defined at eachp ∈ B relative to a corresponding local reference placement† at eachp ∈ B,
i.e., an equivalence class of global placementsκ having the same gradient atp. Sinceκ and
the corresponding local reference placement at eachp ∈ B is arbitrary here, and the dependence
of �κ and the gradients of other fields, as well as that of the constitutive relations to follow, on
κ does not play a direct role in the formulation in this work, wesuppress it in the notation for
simplicity.

In the case of phenomenological crystal plasticity, any material point p ∈ B is endowed
with a “microstructure” in the form of a set ofn glide systems. The geometry and orientation
of each such glide system is described as usual by an orthonormal basis(��,��, ��) (� =
1, . . . ,n). Here,�� represents the direction of glide in the plane,�� the glide-plane normal, and�� : = �� × �� the direction transverse to�� in the glide plane. Since we neglect in this work
the effects of any processes involving a change in or evolution of either the glide direction��
or the glide-system orientation�� (e.g., texture development), these referential unit vectors, and
so

�� as well, are assumed constant with respect to the reference placement. With respect to the
glide-system geometry, then, the (local) deformation�� of each glide system takes the form of
a simple shear‡

(20) �� = � + γ� �� ⊗ �� ,

γ� being its magnitude in the direction�� of shear. For simplicity, we refer to eachγ� as the
(scalar) glide-system slip (deformation). The orthogonality of (��,��, ��) implies� T� �� = ��
and�� �� = ��, as well asγ� = �� · �� ��. In addition,

(21) �̇� = �� ⊗ �� γ̇ � = : ����
follows from (20). As such, the evolution of the glide-system deformation tensor�� is deter-
mined completely by that of the corresponding scalar slipγ�.

†Refered to by Noll (1967) as local reference configuration ofp ∈ B in E.
‡As discussed in §6, like�P, and unlike� , �	 is in general not compatible.
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From a phenomenological point of view, the basic local inelastic deformation at each ma-
terial point in the material body in question is representedby an invertible second-order tensor
field �P on I × B. The evolution of�P is given by the standard form

(22) �̇P = �P�P

in terms of the plastic velocity “gradient”�P. The connection to crystal plasticity is then ob-
tained via theconstitutiveassumption

(23) �P =̂
∑m�=1

�� =
∑m�=1

�� ⊗ �� γ̇ �
for �P via (21), wherem ≤ n represents the set§ of active glide-systems, i.e., those for which
γ̇ � 6= 0. Combining this last constitutive relation with (22) thenyields the basic constitutive
expression

(24) �̇P =
∑m�=1

�� �P =
∑m�=1

(�� ⊗ ��)�P γ̇ �
for the evolution of�P. In turn, this basic constitutive relation implies that

(25) ˙∇�P =
∑m�=1

(�� ⊗ ��)(∇�P) γ̇ � + (�� ⊗ ��)�P ⊗ ∇γ̇ �
for the evolution of∇�P, and so that

(26) ˙curl�P =
∑m�=1

(�� ⊗ ��)(curl�P) γ̇ � + �� ⊗ (∇γ̇ � × � T
P ��)

for the evolution of curl�P via (7) and (8). On this basis, the evolution relation for�P is linear
in the setγ̇ : = (γ̇1, . . . , γ̇m) of active glide-system slip rates. Similarly, the evolution relations
for ∇�P and curl�P are linear in γ̇ and∇γ̇ . Generalizing the case of curl�P slightly, which
represents one such measure, the dislocation state in the material is modeled phenomenologically
in this work via a general inelastic state/dislocation measureα whose evolution is assumed to
dependquasi-linearlyon γ̇ and∇γ̇ , i.e.,

(27) α̇ = � γ̇ + � ∇γ̇

in terms of the dependent constitutive quantities� and� . In particular, on the basis of (24),�P

is considered here to be an element ofα . In turn, the dependence of this evolution relation on∇γ̇
requires that we model theγ as time-dependentfields on B. As such, in the current thermome-
chanical context, the absolute temperatureθ , the motionξ , and the setγ of glide-system slips,
represent the principal time-dependent fields,�P andα being determined constitutively by the
history ofγ and∇γ̇ via (24) and (27), respectively. On the basis of determinism, local action,
and short-term mechanical memory, then, the material behaviour of a given material pointp ∈ B
is described by the general material frame-indifferent constitutive form

(28) � = � (θ,� , α,∇θ, γ̇ ,∇γ̇ , p)

for all dependent constitutive quantities (e.g., stress),where� = � T� represents the right
Cauchy-Green deformation as usual. In particular, since the motionξ , as well as the material

§In standard crystal plasticity models, the numberm of active glide system is determined among other
things by the glide-system “flow rule,” loading conditions,and crystal orientation. As such, it is constitutive
in nature, and in general variable.
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velocity ξ̇ , are not Euclidean frame-indifferent,� is independent of these to satisfy material
frame-indifference. As such, (28) represents the basic reduced constitutive form of the constitu-
tive class of interest for the continuum thermodynamic formulation of crystal plasticity to follow.
Because it plays no direct role in the formulation, the dependence of the constitutive relations on
p ∈ B is suppressed in the notation until needed.

The derivation of balance and field relations relative to thegiven reference configuration of
B is based in this work on the local forms for total energy and entropy balance, i.e.,

(29)
ė = div � + s ,

η̇ = π − divφ + σ ,

respectively. Here,e represents the total energy density,� its flux density, ands its supply rate
density. Likewise,π , φ , andσ represent the production rate, flux, and supply rate, densities,
respectively, of entropy, with densityη. In particular, the mechanical balance relations follow
from (29)1 via its invariance with respect to Euclidean observer. And as usual, the thermody-
namic analysis is based on (29)2; in addition, it yields a field relation for the temperature,as will
be seen in what follows.

This completes the synopsis of the basic relations requiredfor the sequel. Next, we turn
to the formulation of field relations and the thermodynamic analysis for the constitutive class
determined by the form (28).

4. Generalized internal variable model for glide-system slips

The modeling of theγ as generalized internal variables (GIVs) is based in particular on the
standard continuum forms

(30)

e = ε + 1
2 % ξ̇ · ξ̇ ,

� = −� + � Tξ̇ ,

s = r + � · ξ̇ ,

for total energy densitye, total energy flux density� , and total energy supply rate densitys,
respectively, hold. Here,% represents the referential mass density,� the first Piola-Kirchhoff
stress tensor, and� the momentum supply rate density. Further,ε represents the internal energy
density, and� the heat flux density. As in the standard continuum case,� , ε, � , η andφ
represent dependent constitutive quantities in general. Substituting the forms (30) for the energy
fields into the local form(29)1 for total energy balance yields the result

(31) ε̇ + div � − r = � · ∇ξ̇ − � · ξ̇ + 1
2 c ξ̇ · ξ̇

for this balance. Appearing here are the field

(32) c : = %̇

associated with mass balance, and that

(33) � : = �̇ − div � − �
associated with momentum balance, where

� : = %ξ̇
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represents the usual continuum momentum density. As discussed by, e.g.,̌Silhavý (1997, Ch.
6), in the context of the usual transformation relations forthe fields appearing in (31) under
change of Euclidean observer, one can show that necessary conditions for the Euclidean frame-
indifference of(29)1 in the form (31) are the mass

(34) c = 0 =⇒ %̇ = 0

via (32), momentum

(35) � = 0 =⇒ �̇ = div � + �
via (33), and moment of momentum

(36) � T = �

balances, respectively, the latter with respect to the second Piola-Kirchhoff stress� = � −1� .
As such, beyond a constant (i.e., in time) mass density, we obtain the standard forms

(37)

�̇ = 0 + div � + � ,
ε̇ = 1

2 � · �̇ − div � + r ,

for local balance of continuum momentum and internal energy, respectively, in the current con-
text via (31), (35) and (36).

We turn next to thermodynamic considerations. As shown in effect by Maugin (1990), one
approach to the formulation of the entropy principle for material behaviour depending on internal
variables and their gradients can be based upon a weaker formof the dissipation (rate) inequality
than the usual Clausius-Duhem relation. This form follows from the local entropy (29) and
internal energy (37)2 balances via the Clausius-Duhem form

(38) σ = r /θ

for the entropy supply rateσ density in terms of the internal energy supply rate densityr and
temperatureθ . Indeed, this leads to the expression

(39) δ = 1
2 � · �̇ − ψ̇ − η θ̇ + div (θφ − � )− φ · ∇θ

for the dissipation rate density

(40) δ : = θπ

via (37)2, where

(41) ψ : = ε − θ η

represents the referential free energy density. Substituting next the form (28) forψ into (39)
yields that

(42)
δ = {1

2 � − ψ
, � } · �̇ − {η + ψ, θ } θ̇ − ψ

, ∇ · ∇ θ̇ − ψ
, γ̇

· γ̈ − ψ
, ∇ γ̇

· ∇γ̈

+ div (θφ − � −8T
V γ̇ )+ ($V + div8V) · γ̇ − φ · ∇θ

for δ via (27). Here,

(43) $V : = − �Tψ, α ,
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$V : = ($
V1, . . . ,$Vm), and

(44) 8V : = � Tψ, α ,

with 8V : = (ϕ
V1, . . . , ϕVm). Now, on the basis of (27) and (28),δ in (42) is linear in the fields

�̇ , θ̇ , ∇ θ̇ , γ̈ and ∇γ̈ . Consequently, the Coleman-Noll approach to the exploitation of the
entropy inequality implies thatδ ≥ 0 is insured for all thermodynamically-admissible processes
iff the corresponding coefficients of these fields in (42) vanish, yielding the restrictions

(45)

� = 2ψ
, � ,

η = −ψ, θ ,

0 = ψ
, ∇θ

,

0 = ψ, γ̇ �
, � = 1, . . . ,m ,

0 = ψ, ∇ γ̇ �
, � = 1, . . . ,m ,

on the form of the referential free energy densityψ , as well as the reduced expression

(46) δ = div (θφ − � −8T
V γ̇ )+ ($V + div8V) · γ̇ − θφ · ∇ln θ

for δ as given by (42), representing its so-called residual form for the current constitutive class.
In this case, then, the reduced form

(47) ψ = ψ(θ,� , α)
of ψ follows from (28) and (45).

On the basis of the residual form (46) forδ , assume next that, as dependent constitutive
quantities,$V + div8V andφ are defined on convex subsets of the non-equilibrium part of the
state space, representing the set of all admissible∇θ , γ̇ and∇γ̇ . If $V + div8V andφ , again
as dependent constitutive quantities, are in addition continuously differentiable in∇θ , γ̇ and∇γ̇
on the subset in question, one may generalize the results of Edelen (1973, 1985) to show¶ that
the requirementδ ≥ 0 onδ given by (46) yields the constitutive results

(48)
$V + div8V = d

V, γ̇
− div d

V, ∇ γ̇
+ ζ

V γ̇
,

−θφ = d
V, ∇ ln + ζ

V ∇ ln ,

for $V + div8V andφ , respectively, in terms of the dissipation potential

(49) dV = dV(θ,� , α,∇θ, γ̇ ,∇γ̇ )
and constitutive quantities

ζ
V γ̇ = ζ

V γ̇ (θ,� , α,∇θ, γ̇ ,∇γ̇ ) ,
ζ

V ∇ ln = ζ
V ∇ ln (θ,� , α,∇θ, γ̇ ,∇γ̇ ) ,

which satisfy

(50) ζV γ̇ · γ̇ + ζV ∇ ln · ∇ln θ = 0 ,

¶In fact, this can be shown for the weaker case of simply-connected, rather than convex, subsets of the
dynamic part of state space via homotopy (see, e.g., Abrahamet al. 1988, proof of Lemma 6.4.14).
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i.e., they do not contribute toδ . To simplify the rest of the formulation, it is useful to work
with the stronger constitutive assumption thatdV exists, in which caseζ

V γ̇ andζ
V ∇ ln vanish

identically. On the basis then of theconstitutive form

(51) φ =̂ θ−1� + θ−1(8V + dV, ∇ γ̇ )
Tγ̇

for the entropy flux density,δ is determined by the form ofdV alone, i.e.,

(52) δ = dV, γ̇ · γ̇ + dV, ∇ γ̇ · ∇γ̇ + dV, ∇ ln · ∇ln θ .

Among other things, (52) implies that a convex dependence ofdV on the non-equilibrium fields
is sufficient, but not necessary, to satisfyδ ≥ 0. Indeed, withdV(θ,� , α,0,0, 0) = 0, dV is
convex in∇ θ , γ̇ and∇γ̇ if δ ≥ dV (i.e., with δ given by (52)) for given values of the other
variables. So, ifdV is convex in∇ θ and γ̇ , anddV ≥ 0, thenδ ≥ 0 is satisfied. On the other
hand, even ifdV ≥ 0, δ ≥ 0 does not necessarily requireδ ≥ dV , i.e.,dV convex.

Lastly, in the context of the entropy balance (29)2, the constitutive assumption (38), together
with (40) and the results (45)1,2, (46) and (48), lead to the expression

(53) c θ̇ = 1
2 θ�, θ · �̇ + ωV + div dV, ∇ ln + r

for the evolution ofθ via (47) and (49). Here,

(54) c : = − θψ, θθ

represents the heat capacity at constantγ , � , and so on,12 θ�, θ · �̇ = θψ
, θ� · �̇ the rate

(density) of heating due to thermoelastic processes, and

(55) ωV : = (dV, γ̇ + θ �T
ψ, θα ) · γ̇ + (dV, ∇ γ̇ + θ � Tψ, θα ) · ∇γ̇

that due to inelastic processes via (27). In addition, (48)1 implies the result

(56) dV, γ̇ = div (� Tψ, α + dV, ∇ γ̇ )− � T
ψ, α

for the evolution ofγ via (43) and (44). Finally,

(57) −� = dV, ∇ ln + (� Tψ, α + dV, ∇ γ̇ )
Tγ̇

follows for the heat flux density� from (51) and (48)2. As such, the dependence ofψ onα , as
well as that ofdV on ∇γ̇ , lead in general to additional contributions to� in the context of the
modeling of theγ as GIVs.

This completes the formulation of balance relations and thethermodynamic analysis for the
modeling of theγ as GIVs. Next, we carry out such a formulation for the case that the γ are
modeled as internal DOFs.

5. Internal degrees-of-freedom model for glide-system slips

Alternative to the model for the glide-system slips as GIVs in the sense of the last section is
that in which they are interpreted as so-called internal degrees-of-freedom (DOFs). In this case,
the degrees-of-freedom‖ of the material consist of (i), the usual “external” continuum DOFs

‖This entails a generalization of the classical concept of “degree-of-freedom” to materials with structure.
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represented by the motionξ , and (ii), the “internal” DOFsγ . Or to use the terminology of
Capriz (1989), theγ are modeled here as scalar-valued continuum microstructural fields. Once
established as DOFs, the modeling of theγ proceeds by formal analogy with that ofξ , the only
difference being that, in contrast to external DOFs represented byξ , each internal DOFγ� is (i.e.,
by assumption) Euclidean frame-indifferent. Otherwise, the analogy is complete. In particular,
eachγ� is assumed to contribute to the total energy, the total energy flux and total energy supply,
of the material in a fashion formally analogous toξ , i.e.,

(58)

e = ε + 1
2 ξ̇ · %ξ̇ + 1

2 γ̇ · %I γ̇ ,

� = −� + � Tξ̇ + 8T
F γ̇ ,

s = r + � · ξ̇ + ς · γ̇ ,

for total energy densitye, total energy flux density� , and total energy supply rate densitys.
Here,

I : =




ι11 · · · ι1m
..
.

. . .
..
.

ιm1 · · · ιmm




is the (symmetric, positive-definite) matrix of microinertia coefficients,8F : = (ϕ
F1, . . . , ϕFm)

the array of flux densities, andς : = (ς1, . . . , ςm) the array of external supply rate densities,
associated withγ . For simplicity, we assume thatI is constant in this work. Next, substitution
of (58) into the general local form(29)1 of total energy balance yields

(59) ε̇ + div � − r = � · ∇ξ̇ +8F · ∇γ̇ − � · ξ̇ −$F · γ̇ + 1
2 c (ξ̇ · ξ̇ + γ̇ · I γ̇ )

via (32) and (33). Here,

(60) $F : = µ̇ − div8F − ς

is associated with the evolution ofγ ,

(61) µ : = % I γ̇

being the corresponding momentum density. Consider now theusual transformation relations
for the field appearing in (58) and (59) under change of Euclidean observer, and in particular the
assumed Euclidean frame-indifference of the elements ofγ , I , and8F. As discussed in the last
section, using these, one can show that necessary conditions for the Euclidean frame-indifference
of (29)1 in the form (59) are the mass (34), momentum (35), and moment of momentum (36)
balances, respectively. As such, beyond a constant (i.e., in time) mass density, we obtain the set

(62)

�̇ = 0 + div � + � ,
µ̇ = $F + div8F + ς ,

ε̇ = 1
2 � · �̇ +8F · ∇γ̇ −$F · γ̇ − div � + r ,

of field relations via (35), (36), (59) and (60).

Since we are modeling theγ as (internal) DOFs in the current section, the relevant thermo-
dynamic analysis is based on the usual Clausius-Duhem constitutive forms

(63)
φ = �/θ ,
σ = r /θ ,
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for the entropy fluxφ and supply rateσ densities, respectively. Substituting these into the
entropy balance (29)2, we obtain the result

(64) δ = 1
2 � · �̇ +8F · ∇γ̇ −$F · γ̇ − ψ̇ − η θ̇ − θ−1� · ∇θ

for the dissipation rate densityδ : = θπ via (62)3 via (41). In turn, substitution of the constitutive
form (28) for the free energyψ into (64), and use of that (27) forα , yields

(65)
δ = {1

2 � − ψ
,� } · �̇ − {η + ψ, θ } θ̇ − ψ,∇θ · ∇θ̇ − θ−1� · ∇θ

+ 8FN · ∇γ̇ −$FN · γ̇ − ψ
,γ̇

· γ̈ − ψ
, ∇ γ̇

· ∇γ̈ ,

with

(66)
8FN : = 8F − � Tψ, α ,

$FN : = $F + � Tψ, α ,

the non-equilibrium parts of8F and$F, respectively. On the basis of (28),δ is linear in the
independent fieldṡ� , θ̇ , ∇θ̇ , γ̈ and∇γ̈ . As such, in the context of the Coleman-Noll approach to
the exploitation of the entropy inequality,δ ≥ 0 is insured for all thermodynamically-admissible
processes iff the corresponding coefficients of these fieldsin (65) vanish, yielding

(67)

� = 2ψ
, � ,

η = −ψ, θ ,

0 = ψ, ∇θ ,

0 = ψ, γ̇ �
, � = 1, . . . ,m ,

0 = ψ, ∇ γ̇ �
, � = 1, . . . ,m .

As in the last section, these restrictions also result in thereduced form (47) forψ . Consequently,
the constitutive fields� , ε andη are determined in terms ofψ as given by (47). On the other
hand, the8FN, $FN as well as� still take the general form (28). These are restricted further in
the context of the residual form

δ = 8FN · ∇γ̇ −$FN · γ̇ − θ−1� · ∇θ

for δ in the current constitutive class from (67). Treating8FN, $FN and � constitutively in
a fashion analogous to$V + div8V andφ from the last section in the context of (48), the
requirementδ ≥ 0 results in the constitutive forms

(68)

8FN = d
F, ∇ γ̇ + ζ

F∇γ̇ ,

−$FN = d
F, γ̇ + ζ

F γ̇ ,

−� = d
F, ∇ ln + ζ

F∇ ln ,

for these in terms of a dissipation potentialdF and corresponding constitutive quantitiesζ
F∇γ̇ ,

ζ
F γ̇

andζ
F∇ ln , all of the general reduced material-frame-indifferent form (28). As in the last

section, the latter three are dissipationless, i.e.,

(69) ζF γ̇ · γ̇ + ζF∇γ̇ · ∇γ̇ + ζF∇ ln · ∇ln θ = 0
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analogous to (50) in the GIV case. Consequently,δ reduces to

δ = dF, γ̇ · γ̇ + dF, ∇ γ̇ · ∇γ̇ + dF, ∇ ln · ∇ln θ

via (68) and (69), analogous to (52) in the GIV case. In what follows, we again, as in the last
section, work for simplicity with the stronger constitutive assumption thatdF exists, in which
caseζ

F γ̇ , ζ
F∇γ̇ andζ

F∇ ln vanish identically.

On the basis of the above assumptions and results, then, the field relation

(70) c θ̇ = 1
2 θ�, θ · �̇ + ωF + div dF, ∇ ln + r

for temperature evolution analogous to (53) is obtained in the current context via (54), with

(71) ωF : = (dF, γ̇ + θ � Tψ, θα ) · γ̇ + (dF, ∇ γ̇ + θ � Tψ, θα ) · ∇γ̇

the rate of heating due to inelastic processes analogous toωV from (55). Finally, (68)1,2 lead to
the form

(72) %I γ̈ + dF, γ̇ = div (� Tψ, α + dF, ∇ γ̇ )− �Tψ, α + ς

for the evolution ofγ via (61), (62)2 and (66).

With the general thermodynamic framework established in the last two sections now in
hand, the next step is the formulation of specific models for GND development and their inco-
poration into this framework, our next task.

6. Effective models for GNDs

The first model for GNDs to be considered in this section is formulated at the glide-system level.
As it turns out, this model represents a three-dimensional generalization of the model of Ashby
(1970), who showed that the development of GNDs in a given glide system is directly related
to the inhomogeneity of inelastic deformation in this system. In particular, in the current finite-
deformation context, this generalization is based on the incompatibility of�� with respect to the
reference placement. To this end, consider the vector measure∗∗

(73)
�

G�(C) : =
∮

C
�� �C =

∮

C
γ� (�� · �C) ��

of the length of glide-system GNDs around anarbitraryclosed curve or circuitC in the reference
configuration, the second form following from (20). Here,

�
C represents the unit tangent toC

orientedclockwise. Alternatively,
�

G�(C) is given by††

(74)
�

G�(C) : =
∮

C
�� �C =

∫

S
(curl��)�S

with respect to the material surfaceSbounded byC via Stokes theorem. Here,

(75) curl�� = (�� ⊗ ��)(� × ∇γ�) = �� ⊗ (∇γ� × ��)
∗∗Volume dv, surfaceda and lined` elements are suppressed in the corresponding integrals appearing

in what follows for notational simplicity. Unless otherwise stated, all such integrals to follow are with
respect to line, surfaces and/or parts of the arbitrary global reference placement of the material body under
consideration.

††Note that curl�	 appearing in (74) is consistent with the form (8) for the curlof a second-order Eu-
clidean tensor field.
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from (7), (20), and the constancy of(��,��, ��). On the basis of (74),
�

G�(C) can also be
interpreted as a vector measure of the total length of GNDs piercing the material surfaceS
enclosed byC. The quantity curl�� determines in particular the dislocation density tensorα(I )

worked with recently by Shizawa and Zbib (1999) as based on the incompatibility of their slip
tensorγ (I ) : =

∑n�=1 γ� �� ⊗ ��. Indeed, we haveα(I ) : = curlγ (I ) =
∑n�=1 curl�� in the

current notation.

Now, from (73) and the constancy of��, note that
�

G�(C) is parallel to the slip direction��,
i.e.,

�

G�(C) = lG� ��
with

(76) lG�(C) : =
∮

C
γ� �� · �C =

∫

S
(curl��)T�� · �S

the scalar length of GNDs piercingS via (74). With the help of a characteristic Burgers vector
magnitudeb, this length can be written in the alternative form

(77) lG�(C) = b
∫

S

�
G� · �S

in terms of the vector field�G� determined by

(78) �
G� : = b−1 (curl��)T�� = b−1 ∇γ� × �� .

From the dimensional point of view,�G� represents a (vector-valued) GND surface (number)
density. As such, the projection�G� ·�S of �G� ontoSgives the (scalar) surface (number) density
of such GNDs piercingS. The projection of (78) onto the glide-system basis(��,��, ��) yields

(79)

�� · �G� = −b−1 �� · ∇γ� ,
�� · �G� = b−1 �� · ∇γ� ,
�� · �G� = 0 ,

for the case of constantb. In particular, the first two of these expressions are consistent with
two-dimensional results of Ashby (1970) for the GND densitywith respect to the slip direction
and that perpendicular to it in the glide plane generalized to three dimensions. Such three-
dimensional relations are also obtained in the recent crystallographic approach to GND modeling
of Arsenlis and Parks (1999). Likewise in agreement with themodel of Ashby (1970) is the
fact that (79)3 implies that there is no GND development perpendicular to the glide plane (i.e.,
parallel to��) in this model. ¿From another point of view, if∇γ� were parallel to��, there
would be no GND development at all in this model; indeed, as shown by (75), in this case,��
would be compatible.

The second class of GND models considered in this work is based on the vector measure

(80)
�

G(C) : =
∮

C
�P

�
C =

∫

S
(curl�P)�S

of the length of GNDs from all glide systems aroundC in the material as measured by the
incompatibility of the local inelastic deformation�P. In particular, the phenomenological GND
model of Dai and Parks (1997), utilized by them to model grain-size effects in polycrystalline
metals, applied as well recently by Busso et al. (2000) to model size effects in nickel-based
superalloys, is of this type. In a different context, the incompatibility of �P has also been used
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recently by Ortiz and Repetto (1999), as well as by Ortiz et al. (2000), to model in an effective
fashion the contribution of the dislocation self- or core energy to the total free energy of ductile
single crystals. In what follows, we refer to the GND model based on the measure (80) as
the continuum (GND) model. To enable comparison of this continuum GND model with the
glide-system model discussed above, it is useful to expressthe former in terms of glide-system
quantities formally analogous to those appearing in the latter. To this end, note that the evolution
relation (24) for�P induces the glide-system decomposition

�

G(C) =
∑n�=1

lG�(C) ��
of

�

G(C) in terms of the setl
G1(C), . . ., lGn(C) of glide-system GND lengths with respect toC

formally analogous to those (76) in the context of the glide-system GND model. In contrast to
this latter case, however, eachlG� here is determined by an evolution relation, i.e.,

(81) l̇G�(C) =
∮

C
γ̇ � � T

P �� · �C =
∫

S
curl (�̇��P)

T�� · �S ,

with
curl(�̇��P) = (�� ⊗ � T

P ��)(� × ∇γ̇ �)+ �� ⊗ (curl�P)
T�� γ̇ �

via (7) and (20). Alternatively, we can expresslG�(C) as determined by (81) in the form (77)
involving the vector-valued GND surface density�G�, with now

(82) ˙�G� = b−1 curl(�̇��P)
T�� = b−1 ∇γ̇ � × � T

P �� + b−1 (curl�P)
T�� γ̇ �

in the context of (80). As implied by the notation,˙�G� from (82) in the current context is formally
analogous to the time-derivative of (78) in the glide-system GND model. Now, from the results
(26) and (82), we have

˙curl�P = b
∑m�=1

�� ⊗ ˙��
and so the expression‡‡

curl�P = b
∑n�=1

�� ⊗ ��
for the incompatibility of�P in terms of the set(�1, . . . ,

�
n) of vector-valued GND densities.

Substituting this result into (82) then yields

˙�G� =
∑�

6=�(�� · ��) �
G

�

γ̇ � + b−1 ∇γ̇ � × � T
P ��

with �� · �� = 0 and
∑�

6=� : =
∑m

�

=1,

�

6=� . Relative to(��,��, ��), note that

�� · ˙�G� = b−1 � T
P �� × �� · ∇γ̇ � +

∑�

6=�(�� · ��) �� · �
G

�
γ̇ � ,

�� · ˙�G� = b−1 � T
P �� × �� · ∇γ̇ � +

∑�

6=�(�� · ��) �� · �
G

�
γ̇ � ,

�� · ˙�G� = b−1 � T
P �� × �� · ∇γ̇ � +

∑�

6=�(�� · ��)�� · �
G

�

γ̇ � ,
via (8) and (21), analogous to (79). In contrast to the glide-system GND model, then, this
approach does lead to a development of (edge) GNDs perpendicular to the glide plane (i.e.,
parallel to��).

‡‡Assuming the integration constant to be zero for simplicity, i.e., that there is no initial inelastic incom-
patibility.
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To summarize then, we have the expressions

(83) ˙�G� =





b−1 ∇̇γ� × �� glide-system model

b−1 ∇̇γ� × � T
P �� +

∑�

6=�(�� · ��) �
G

�
γ̇ � continuum model

for the evolution of the vector-valued measure�
G� of GND density from the glide-system and

continuum models discussed above. With these in hand, we arenow ready to extend existing
models for crystal plasticity to account for the effects of GNDs on their material behaviour, and in
particular their effect on the hardening behaviour of the material. In the current thermodynamic
context, such extensions are realized via the constitutivedependence of the free energy on GND
density, and more generally on the dislocation state in the material, our next task.

7. Free energy and GNDs

With GND models such as those from the last section in hand, the question arises as to how these
can be incoporated into the thermodynamic formulation for crystal plasticity developed in the
previous sections. Since this formulation is determined predominantly by the free energy density
ψ and dissipation potentiald, this question becomes one of (i), which quantities characterize
effectively (i.e., phenomenologically) the GND, and more generally dislocation, state of each
material pointp ∈ B, and (ii), how doψ andd depend on these? The purpose of this section is
to explore these issues for the case of the referential free energy densityψ . In particular, this
involves the choice forα .

Among the possible measures of the inelastic/dislocation state of each material point, we
have the arraysρS = (ρ

S1, . . . , ρSn) and�G = (
�

G1, . . . ,
�

Gn) of glide-system effective SSD
and GND densities, respectively. Choosing thenα = (�P, ρS, �G), ψ takes the form

ψ(θ,� , α) = ψD(θ,� , �P, ρS, �G)

for ψ from (47), with

(84)
ρ̇S� =

∑m�

=1
K

S�
�
γ̇

�
,

˙�G� =
∑m�

=1

�
G�

�

γ̇

�
+ �G�

�

∇γ̇
�
,

from (27). This choice induces the decompositions

(85)
� Tψ, α = (�̇

P, γ̇
)Tψ

D, �P
+ � T

SψD, ρS
+ � T

GψD, �G
,

� Tψ, α = 0 + 0 + � T
GψD, �G

,

from (24) of the constitutive quantities� T
ψ, α and� Tψ, α determining the form (56) or (72) of

the field relation forγ . In particular, the models (83) foṙ�G� yield

(86)
�

G�
�

=





0 glide-system model

δ�
�∑

�
6=

�
(� �

· ��) �G
� continuum model

and

(87) �G�
�

= b−1 δ�
�
{ � × � �

glide-system model

� × � T
P � �

continuum model
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for
�

G�
�

and�G�
�

, respectively. And from (87), we have

(88) (� T ψ, α )� = (� T
G ψD, �G

)� = b−1

{ �� × ψD, � � glide-system model

� T
P �� × ψD, � � continuum model

for the flux contribution appearing in the evolution relation (56) or (72) forγ . From (84), (85)1
and (86), we have

(�Tψ, α )� = −τ� + x� + sgn(γ̇ �) r�
where

(89) τ� = −((�̇P, γ̇ )
Tψ

, �P
)� = −(�� ⊗ ��)�P · ψ

, �P

represents the glide-system Schmid stress via (24),

(90) x� : =





0 glide-system model
∑�

6=�(�� · ��) ψD, �G�
· �

G

�
continuum model

(a contribution to) the glide-system back stress, and

(91) r� : =
∑m�

=1
I
S

�

� ψD, ρS�

the glide-system yield stress, withK
S

�

� = I
S

�

� sgn(γ̇
�
). Note that sgn(γ̇ �) is a constitutive

quantity in existing crystal plasticity models. For example, in the case of the (non-thermody-
namic) glide-system flow rule

(92) γ̇ � = γ̇ � 0

∣∣∣∣
τ�
τC�

∣∣∣∣
n

sgn(τ�)
of Teodosiu and Sideroff (1976) (similar to the form used by Asaro and Needleman, 1985; see
also Teodosiu, 1997), we have sgn(γ̇ �) =̂ sgn(τ�). Here,τC� represents the critical Schmid
stress for slip. In particular, such a constitutive assumption insures that the contributionτ� γ̇ � =
|τ�||γ̇ �| = |τ�|ν̇� to the dissipation rate density remains greater than or equal to zero for all
� ∈ {1, . . . ,m}. Such a constitutive assumption is made for other types of glide-system flow
rules, e.g., the activation form

γ̇ � = γ̇ � 0 exp

{
−1G�(|τ�|, τC�)

kB θ

}
sgn(τ�)

used by Anand et al. (1997) to model the inelastic behaviour of tantalum over a much wider
range of strain rates and temperatures than possible with (92). Here,1G�(|τ�|, τC�) represents
the activation Gibbs free energy for thermally-induced dislocation motion.

Consider next the dependence ofρ̇S� on γ̇
�
, i.e.,K

S�
�
. As it turns out, a number of existing

approaches model this dependence. For example, in the approach of Estrin (1996, 1998) to
dislocation-density-based constitutive modeling (see also∗ Estrin et al., 1998; Sluys and Estrin,
2000), this dependence follows from the constitutive relation

(93) ρ̇S� =
{∑n�

=1
j
S�

�√
ρ

S

�
− kS� ρS�

}
sgn(γ̇ �) γ̇ �

∗Because their model for SSD flux includes a Fickian-diffusion-like contribution due to dislocation
cross-slip proportional to�	 · ∇ρS	, the approach of Sluys and Estrin (2000) does not fit into the current
framework as it stands. The necessary extension involves treating the SSD densitiesρS as, e.g., (independent)
GIVs, analogous to theγ .
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for the evolution ofρS� in terms of magnitude|γ̇ �| = sgn(γ̇ �) γ̇ � of γ̇ � for � = 1, . . . ,m. In
(93), j

S11, j
S12, . . . represent the elements of the matrix of athermal dislocation storage coeffi-

cients, which in general are functions ofρS, andk� the glide-system coefficient of thermally-
activated recovery. In this case, then,

I
S�

�
= δ�

� {∑n
�
=1

j
S

�
�
√
ρS

� − k
S

�
ρ

S

�}

holds, and so
(� T

SψD, ρS
)� = KS�� ψD, ρS�

= sgn(γ̇ �) IS�� ψD, ρS�

from (91). Other such models forK
S�

�
can be obtained analogously from existing ones forρ̇S�

in the literature, e.g., from the dislocation-density-based approach of Teodosiu (1997).

Models such as those (83)2 for �G�, or that (93) in the case ofρS�, account in particular for
dislocation-dislocation interactions. At least in these cases, then, such interactions are taken into
account in the evolution relations for the dislocation measures, and so need not (necessarily) be
accounted for in the form ofψ . From this point of view,ψD could take for example the simple
“power-law” form

(94)
ψD = 1

2
�

E · �E

�
E + s−1 cSµ

∑n�=1
ε2s

S� + g−1 cGµ
∑n�=1

ε
2g
G�

=: ψDE + ψDS + ψDG

in the case of ductile single crystals, perhaps the simplestpossible. Here,�E represents the
referential elasticity tensor, and �

E : = 1
2(�E − �)

the elastic Green strain determined by the corresponding right Cauchy-Green tensor

(95) �E : = � −T
P � � −1

P .

Further,cS andcG are (scaling) constants,s andg exponents,µ the average shear modulus, and

εS� : = `S

√
ρS� ,

εG� : = `G

√
|�G�| ,

non-dimensional deformation-like internal variables associated with SSDs and GNDs, respec-
tively, involving the characteristic lengths̀S and`G, respectively. In particular, the GND contri-
butionψDG toψD appearing in (94) is motivated by and represents a power-lawgeneralization of
the model of Kuhlmann-Wilsdorf (1989) for dislocation self-energy (see also Ortiz and Repetto,
1999) as based on the notion of dislocation line-length. From (94), we have in particular the
simple expression

τ� = �� ⊗ �� · 2�EψDE,�E

for the Schmid stressτ� from (89) in terms of the Mandel stress−ψ
D, �P

� T
P = 2�EψDE,�E

. In

addition,
ψD, ρ� = cSµ `

2s
S ρs−1

S� ,

ψD, � � = cGµ `
2g
G |�G�|g−2 �

G� ,
then hold. From these, we obtain in turn

(96) x� =





0 glide-system model

cGµ `
2g
G |�G�|g−2

∑�

6=�(�� · ��) �G� · �
G

�
continuum model
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from (90) forx� ,

(97) (� T
G ψD, �G

)� = cGµ b−1`
2g
G |�G�|g−2

{ �� × �
G� glide-system model

� T
P �� × �

G� continuum model

from (88), as well as the result

(98) r� = cSµ `
2s
S

∑m�

=1
I
S

�

� ρs−1
S

�

from (91) forr�. On the basis of models like that (93) of Estrin (1998) forρ̇S�, this last form forr�
is consistent with and represents a generalization of distributed dislocation strength models (e.g.,
Kocks, 1976, 1987) to account for the effects of GNDs on glide-system (isotropic) hardening.

Indeed, fors = 1, r� becomes proportional to
√
ρ

S

�
in the context of (93).

The simplest case of the formulation as based on (94) arises in the context of the glide-
system model for GNDs when we sets = 1 andg = 2. Then

(99) (� T
G ψD, �G

)� = cGµ `
4
G b−1

{
b−1�� × (∇γ� × ��) glide-system model

� T
P �� × �

G� continuum model

follows from (87) for the flux contribution via (78) and (83).Note that (99)1 follows from the
fact that (83)1 is integrable. Then, the corresponding reduction ofr� from (98), (56) and (99)1
implies in particular the evolution-field relation

(100) dV, γ̇ �
= cGµ `

4
G b−2 div�(∇γ�)+ τ� − cSµ `

2
S

∑m�

=1
K

S

�

�
for γ� modeled as a GIV via (56), again in the context of the glide-system GND model, assuming
cG, µ and`G constant. The perhaps simplest possible non-trivial form of (100) for the evolution
of γ� in the current context follows in particular from the corresponding simplest (i.e., quasi-
linear) form∗ d

V, γ̇ �
= β� γ̇ � for d

V, γ̇ �
in terms of the glide-system damping modulusβ� ≥ 0

with units of J s m−3 or Pa s (i.e., viscosity-like). In addition,

div�(∇γ�) : = (� − �� ⊗ ��) · ∇(∇γ�) = (�� ⊗ �� + �� ⊗ ��) · ∇(∇γ�)
represents the projection of the divergence operator onto the glide plane spanned by(��, ��).
Given suitable forms for the constitutive quantities, then, the field relation (100) can in principal
be solved (i.e., together with the momentum balance in the isothermal case) forγ�. On the other
hand, since�P does not depend explicitly onγ , and, in contrast to the glide-system model,�

G�
does not depend explicitly onγ and∇γ in the continuum GND model, no “simple” expression
like (100) for the evolution ofγ� is obtainable in this case. Indeed, in all other cases, one must
proceed more generally to solve initial-boundary-value problems forξ , theγ , andθ . We return
to this issue in the next section.

A second class of free energy models can be based on the choiceα = (�P, ν , curl�P), i.e.,

(101) ψ(θ,� , α) = ψC(θ,� , �P, ν , curl�P) ,

with
ν̇� = |γ̇ �|

∗The coupling with∇ in dV and the dependence ofdV on∇γ̇ 	, is neglected here.
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the glide-system accumulated slip rate. In this case, we have

(102)
(� Tψ, α )� = −τ� + x� + sgn(γ̇ �) r� ,
(� Tψ, α )� = � T

P �� × (ψ
C, curl�P

)T�� ,
via (26) and (89), where now

(103) x� : = �� ⊗ �� · ψ
C, curl�P

(curl�P)
T

and
r� : = ψC, ν�

Consider for example the particular form

(104)
ψC = 1

2
�

E · �E

�
E + ψCS(ν) + g−1 cGµ `

g
G |curl�P|g

= : ψCE + ψCS + ψCG

for ψC analogous to (94) forψD. In this context, the choice

ψCS =
(τS − τ0)

2

h0
ln

[
cosh

(
h0

τS − τ0
ν

)]

yields the simple model for isotropic or Taylor hardening (i.e., due to SSDs) proposed by Hutch-
inson (1976), with

ν : =
∑n�=1

ν�
the total accumulated inelastic slip in all glide systems. Here, τS represents a characteristic
saturation strength,τ0 a characteristic initial critical resolved shear stress, andh0 a characteristic
initial hardening modulus, for all glide systems. Another possibility forψCS is the form

ψCS =
∑n�=1

r�0 ν� + s−1 h0 ν
s

consistent with the model of Ortiz and Repetto (1999) for latent hardening in single crystals,
with now

ν : =
√∑n�,

�

=1
ı
S�

�
ν� ν�

the effective total accumulated slip in all glide systems interms of the interaction coefficients
ı
S�

�
, �, � = 1, . . . ,n. In particular, this model is based on the assumptions that (i), hardening is

parabolic in single slip (i.e., fors = 2/3), and (ii), the hardening matrixψCS, ν� ν�
is dominated

by its off-diagonal components. Beyond such models for glide-system (isotropic) hardening,
(104) yields the expression

x� = cGµ `
g
G |curl�P|g−2 �� ⊗ �� · (curl�P)(curl�P)

T

for glide-system back-stress from (103), as well as that

(� Tψ, α )� = cGµ `
g
G |curl�P|g−2 � T

P �� × (curl�P)
T��

for (� T
G ψC, curl�P

)� from (102)2. Analogous to�P and�G� in the case of the continuum GND

model, because�P and curl�P do not depend explicitly onγ and∇γ , no field relation forγ� of
the type (100) follows from (104), and we are again forced to proceed numerically.
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8. The case of small deformation

Clearly, the formulation up to this point is valid for large deformation. For completeness, con-
sider in this section the simplifications arising in the formulation under the assumption of small
deformation. In particular, such a simplification is relevant to comparisons of the current ap-
proach with other modeling approaches such as the dislocation computer simulation of Van der
Giessen and Needleman (1995). This has been carried out recently (Svendsen & Reese, 2002)
in the context of the (isothermal) simple shear of a crystalline strip containing one or two glide
planes. This model problem has been used in the recent work ofShu et al.(2001) in order to
compare the predictions of the discrete dislocation computer simulation with those of the non-
local strain-gradient approach of Fleck and Hutchinson (1997) and applied to crystal plasticity
(e.g., Shu and Fleck, 1999). As dicusssed by them, it represents a model problem for the type of
plastic constraint found at grain boundaries of a polycrystal, or the surface of a thin film, or at
interfaces in a composite.

In the crystal plasticity context, the small-deformation formulation begins with the corre-
sponding form

(105) �P =
∑n�=1

(�� ⊗ ��) γ�
for the local inelastic displacement “gradient”�P assuming no initial inelastic deformation
in the material. Note that this measure is in effect equivalent to the slip tensorγ (I ) : =∑n�=1 γ� �� ⊗ �� of Shizawa and Zbib (1999). In addition, note that�P can be considered
as a function ofγ in this case. In turn, (105) yields the expression

(106) curl�P =
∑n�=1

�� ⊗ (∇γ� × ��)
for the incompatibility of�P. This is equivalent to the dislocation density tensorα(I ) : =
curlγ (I ) of Shizawa and Zbib (1999). Note that either curl�P or this latter measure may be
considered a function of∇γ . In this context, then, rather than for example with the choice
(�P, ν , curl�P), we could work alternatively with thatα = (γ , ν ,∇γ ) as a measure for the
inelastic/dislocation state in the material at any material point p ∈ B. In fact, it would appear
to be the simplest possible choice. Indeed, any such choice based alternatively on the small-
deformation form

˙�G� =





b−1 ∇̇γ� × �� glide-system model

b−1 ∇̇γ� × �� +
∑�

6=�(�� · ��) �
G

�
γ̇ � continuum model

of (83) for the development of vector-valued glide-system GND density�G� would appear, at
least in the context of the continuum model, to be more complicated since˙�G� is not exactly
integrable, i.e., even in the small-strain case. On this basis, the general constitutive form (28)
reduces to

� = � (θ,� , γ , ν ,∇γ ,∇θ, γ̇ ,∇γ̇ , p)

for all dependent constitutive quantities (e.g., stress) in the small-deformation context, again with
α = (γ , ν ,∇γ ). Here, �

: = sym(∇� )
represents the symmetric part of the displacement gradient. By analogy, the results of the ther-
modynamic formulations in §§4–5 forγ modeled as GIVs or as internal DOFs can used to obtain
those for the case of small strain. Further, the reduced form(47) ofψ becomes

ψ = ψ(θ,
�
, γ , ν ,∇γ ).
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Consider for example the class

(107) ψ(θ,
�
, γ , ν ,∇γ ) = ψC(θ,

�
,
�

P(γ ), ν , curl�P(∇γ ))

of forms forψ analogous to (101), with

(108)
�

P : = sym(�P)

the inelastic strain. From (107) follow

(� T
ψ, α )� = ψ, γ� + sgn(γ̇ �) ψC, ν� = −τ� + sgn(γ̇ �) ψC, ν� ,

(� Tψ, α )� = ψ
, ∇γ�

= �� × (ψ
C, curl

�
P
)T�� ,

by analogy with (102) via (108) and (106), with now

τ� : = − �� · ψ
C,�P

��
for the Schmid stress. In the case of small deformation, then, the contributionx� from inhomo-
geneity to the glide-system back stress vanishes identically. On the basis of these results, the
form

(109) dV, γ̇ �
= div [�� × (ψ

C, curl
�

P
)T�� + dV, ∇ γ̇ �

] + τ� − sgn(γ̇ �) ψC, ν�

of the evolution relation for theγ from (56) in the context of their modeling as GIVs, holds.

Further insight into (109) can be gained by introducing concrete forms forψC anddV . For
example, consider that

(110) ψC = 1
2
�

E · �E

�
E + ψCS(ν)+ g−1µ `g |curl�P|g

for ψC analogous to (104), with
�

E : =
�

−
�

P now the (small) elastic strain, and
�

P : =
sym(�P) the (small) inelastic strain. Further, the power-law form

(111) dV = n

n + 1
ς ν̇0

∑m�=1




|γ̇ �|
ν̇0




(n+1)/n

for the dissipation potentialdV is perhaps the simplest one fordV of practical relevance. Here,ς
represents a characteristic energy scale for activation ofdislocation glide motion with units of J
m−3 or Pa, anḋν0 a characteristic value of|γ̇ �|. Substituting (110) and (111) into (109) results
in the evolution/field relation

ς ν̇−1
0 γ̇ � = µ `2

∑m�

=1

� �
�

· ∇(∇γ
�
) + �� · (�E

�
E)�� − sgn(γ̇ �) ψCS, ν�

for the glide system slipγ� via theg = 2 andn = 1, with
� �

�

: = (�� · ��) [(�� ·� �
) �−��⊗

� �
]. In particular, note that

� �� ·∇(∇γ�)= [�−��⊗��] ·∇(∇γ�)= [��⊗��+��⊗��] ·∇(∇γ�)
represents the divergence of∇γ� projected onto the�th glide plane. It is worth emphasizing that
the form of this projection results from the dependence ofψ on curl�P. For comparison, note
that

� �
�

: = (�� · ��) (�� · � �
)� , and so

� �
�

· ∇(∇γ
�
) = (�� · ��) (�� · � �

)div(∇γ
�
), would

hold if ψ depended on the inhomogeneity∇�P instead of on the incompatibility curl�P of �P.
In the crystal plasticity and current context, at least, thedistinction is significant in the sense that
no additional hardening results in the current context whenψ depends directly on∇�P.
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9. Discussion

Consider the results of the two approaches to the modeling ofthe glide-system slipsγ from
§§4-5. Formally speaking, these differ in (i), the respective forms (56) and (72) for the evolution
of theγ , (ii), those (55) and (71) for the rate of heatingω due to inelastic processes, and (iii),
those (57) and (68)3 for the heat flux density� . In particular, in view of the corresponding forms
(53) and (70) for temperature evolution, this latter difference is of no consequence for the field
relations. Indeed, except for the contributionζ

F∇ γ̇ to8N in the internal DOF model for theγ ,

the total energy flux density� has the same form in both cases, i.e.,

� = −� + � Tξ̇ = d
V, ∇ ln + ζ

V ∇ ln + (� T ψ, α + d
V, ∇ γ̇ )

Tγ̇ + � Tξ̇ ,

= −� + � Tξ̇ +8T
F γ̇ = d

F, ∇ ln + ζ
F∇ ln + (� T ψ, α + d

F, ∇ γ̇
+ ζ

F∇ γ̇
)Tγ̇ + � Tξ̇ ,

from (30)2, (57), (66)1 and (68)1. This fact is related to the observation of Gurtin (1971, footnote
1) in the context of classical mixture theory concerning theinterpretation of “entropy flux” and
“heat flux” in phenomenology and the relation between these two. There, the issue was one of
whether diffusion flux is to be interpreted as a flux of energy (e.g., Eckhart, 1940; Gurtin, 1971)
or a flux of entropy (e.g., Meixner and Reik, 1959; DeGroot andMazur, 1962; Müller, 1968).
In the current context, the flux (density) of interest is that(� T ψ, α + d

, ∇ γ̇
)Tγ̇ . In the GIV

approach, the constitutive form (51) shows that this flux (i.e., divided byθ) is being interpreted
as an entropy flux. On the other hand, (58)2 and (63)2 imply that it is being interpreted as an
energy flux in the internal DOF approach. In this point, then,both approaches are consistent
with each other.

As it turns out, the field relation (56) for theγ derived on the basis of the modeling of these
as generalized internal variables, represents a generalized form of the Cahn-Allen field relation
(e.g., Cahn, 1960; Cahn and Allen, 1977) for non-conservative phase fields, itself in turn a gener-
alization of the Ginzburg-Landau model for phase transitions. In particular, (56) would reduce to
the Cahn-Allen form (i), ifdV were proportional to a quadratic form iṅγ and independent of∇γ̇ ,
and (ii), if � Tψ, α and� Tψ, α were reduceable toψ

, ∇γ
andψ, γ , respectively. In particular,

this latter case arises only for monotonic loading and smalldeformation. The Cahn-Allen rela-
tion has been studied quite extensively from the mathematical point of view (see, e.g., Brokate
and Sprekels, 1996). As such, one may profit from the corresponding literature on the solution
of specific initial-boundary value problems in applications of the approach leading to (56), or
more generally that leading to (72), which are currently in progress.

From a phenomenological point of view, the concrete form (94) for ψD, and in particular
that ofψDE, or that ofψCE in (104), is contingent upon the modeling of�P as an elastic mate-
rial isomorphism (e.g., Wang and Bloom, 1974; Bertram, 1993; Svendsen, 1998), i.e., inelastic
processes represented by�P do not change the form of the elastic constitutive relation.Such an
assumption, quite appropriate and basically universal forsingle-crystal plasticity, may be vio-
lated in the case of strong texture development, induced anisotropy and/or anisotropic damage
in polycrystals. As discussed by Svendsen (1998), one consequence of the modeling of�P as an
elastic isomorphism is the identification of

(112) �E : = �� −1
P

as the local (elastic) deformation in the material, and in particular that of the crystal lattice in
single-crystal plasticity. More generally,�P can be modeled as a material uniformity (Maugin
and Epstein, 1998; Svendsen, 2001b) in the case of simple materials. In the current context,
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(112) implies the connection

curl�P�E = −det(� −1
P )�E(curl�P)� T

P

via (9) and (8) between incompatibility of the local latticedeformation�E with respect to the
intermediate (local) “configuration” and that of�P with respect to the reference (local) “config-
uration” (i.e., placement) at eachp ∈ B via (10), (11), and the compatibility of� . Alternatively,
we have

curl�P�E = −�E

�

I ,

where∗

(113)
�

I : = det(�P)
−1 (curl�P)� T

P = det(�E) (curl�� −1
E )� −T

E

represents the geometric dislocation tensor recently introduced by Cermelli and Gurtin (2001).
As shown by them,

�

I represents the incompatibility of�P relative to the surface element

�I daI : = det(�P) � −T
P �S daS

in the intermediate configuration. Indeed, relative to thiselement, the equivalence

(curl�P)�S daS =
�

I�I daI

holds. As such, curl�P gives the same measure of GNDs with respect to surface elements in the
reference configuration as does

�

I with respect to such elements in the intermediate configura-
tion. Note that

�

I , like curl�P, has units of inverse length. The definition (113)1 implies the
form

(114) ˙�
I = curl�P�P + �P

�

I +
�

I�T
P −

�

I (� · �P)

for the evolution of
�

I via (22). Alternatively, this can be expressed “objectively” as

(115) det(�P)
−1 �P

˙
[det(�P) � −1

P

�

I�
−T

P ] � T
P = det(�P)

−1 �P
˙�
R� T

P = curl�P�P

relative to the “upper” Oldroyd-Truesdell derivative of
�

I with respect to�P, where

�

R : = det(�P) � −1
P

�

I�
−T

P = � −1
P (curl�P)

represents the referential form of
�

I via (113). In the current crystal plasticity context, the
right-hand side of (115) reduces to

curl�P�P = b
∑n�=1

�� ⊗ � −T
P ˙�G� =

∑n�=1
�� ⊗ � −T

P [∇γ̇ � × ��]
via (6) and (23) in terms of the evolution of the vector-valued GND surface density�G� for the
glide-system GND model from (78). As such, (114) implies

˙�
I =

∑m�=1
[(�� ⊗ ��)�I +

�

I (�� ⊗ ��)] γ̇ � +
∑m�=1

�� ⊗ � −T
P [∇γ̇ � × ��]

for the evolution of
�

I in the case of crystal plasticity via (23) and the fact that� · �P = 0 in
this context. So, another class of specific forms forψ from (47) can be based on the choice
α = (�P, ν,

�

I , implying

ψ(θ,� , α, p) = g(θ,�E, ν ,
�

I , p)

∗Recall that we have defined the curl of a second-order tensor field in (6) via(curl
 )T� : = curl (
 T�),
rather than in the form(curl
 )

� : = curl (
 T�) used by Cermelli and Gurtin (2001).
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via (95). In turn,g itself is a member of the class defined by the choiceα = (�P, ν,∇�P), as
can be concluded directly from (25) and the fact that curl�P is a function of∇�P via (18). As
shown by Cermelli and Gurtin (2001), constitutive functions for any p ∈ B depending on∇�P

must reduce to a dependence on
�

I for their form to be independent of change of compatible
local reference placement atp ∈ B, i.e., one induced by a change∗ of global reference placement.
This requirement is in turn based on the result of Davini (1986), and Davini and Parry (1989) that
such changes leave dislocation measures such as

�

I unchanged, representing as such “elastic”
changes of local reference placement. As it turns out, one can show more generally (Svendsen,
2001c) thatψ reduces tog for all p ∈ B, i.e., for B as a whole, under the assumption that�P

represents a particular kind of material uniformity.
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[57] SILHAV Ý M., The mechanics and thermodynamics of continuous media, Springer Verlag
1997.

[58] SHIZAWA K. AND ZBIB H.M., A thermodynamical theory of gradient elastoplasticity with
dislocation density tensor. I. Fundamentals, Int. J. Plast.15 (1999), 899–938.

[59] SHU J.Y.AND FLECK N.A., Strain gradient crystal plasticity: size-dependent deformation
of bicrystals, J. Mech. Phys. Solids47 (1999), 297–324.

[60] SHU J.Y., FLECK N.A., VAN DER GIESSENE. AND NEEDLEMAN A., Boundary layers
in constrained plastic flow: comparison of nonlocal and discrete dislocation plasticity, J.
Mech. Phys. Solids49, (2001), 1361–1395.

[61] SLUYS L.J. AND ESTRIN Y., The analysis of shear banding with a dislocation-based
gradient plasticity model, Int. J. Solids Struct.37 (2000), 7127–7142.

[62] STEINMANN P.,Views on multiplicative elastoplasticity and the continuum theory of dis-
locations, Int. J. Eng. Sci.34 (1996), 1717–1735.

[63] SVENDSEN B., A thermodynamic formulation of finite-deformation elastoplasticity with
hardening based on the concept of material isomorphism, Int. J. Plast.14 (1998), 473–488.

[64] SVENDSEN B., On the thermodynamics of isotropic thermoelastic materials with scalar
internal degrees of freedom, Cont. Mech. Thermodyn.11 (1999), 247–262.

[65] SVENDSEN B., On the formulation of balance relations and configurationalfields for ma-
terials with microstructure via invariance, Int. J. Solids Struct.38 (2001), 700–740.

[66] SVENDSEN B., On the modeling of anisotropic elastic and inelastic material behaviour at
large deformation, Int. J. Solids Struct. (2000), in press.

[67] SVENDSEN B., A note on the concepts of material isomorphism and material uniformity
for inelastic gradient materials, in preparation.

[68] SVENDSEN B. AND REESE S., Continuum thermodynamic modeling and simulation of
additional hardening due to deformation incompatibility; in: “Computational mechanics
of solid materials at large strains”, Proceedings of the IUTAM Symposium, August 20-24,
Stuttgart, Germany, 2001.

[69] TEODOSIU C., Dislocation modeling of crystalline plasticity; in: “Large plastic deforma-
tion of crystalline aggregates” (Ed. C. Teodosiu), CISM376, Springer 1997, 21–80.

[70] TEODOSIUC. AND SIDEROFFF.,A physical theory of finite elasto-viscoplastic behaviour
of single crystals, Int. J. Engrg. Sci.14 (1976), 165–176.

[71] VALANIS K., A gradient theory of internal variables, Acta Mech.116(1996), 1–14.

[72] VALANIS K, A gradient thermodynamic theory of self-organization, Acta Mech. 127
(1998), 1–23.

[73] VAN DER GIESSEN E. AND NEEDLEMAN A., Discrete dislocation plasticity: a simple
planar model, Model. Simul. Mater. Sci. Eng.3 (1995), 689–735.

[74] WANG C.C.AND BLOOM J.,Material uniformity and inhomogeneity in anelastic bodies,
Arch. Rat. Mech. Anal.53 (1974), 246–276.



236 B. Svendsen

AMS Subject Classification: 74A99, 74C20.

Bob SVENDSEN
Department of Mechanical Engineering
University of Dortmund
D-44227 Dortmund, GERMANY
e-mail:

��� ����������� ��� ��� �	� �
��
��	�� ���



Rend. Sem. Mat. Univ. Pol. Torino
Vol. 58, 2 (2000)
Geom., Cont. and Micros., II

C. Trimarco

THE STRUCTURE OF MATERIAL FORCES IN

ELECTROMAGNETIC MATERIALS

Abstract. Material forces govern the behaviour and the evolution of a defect or
of an inhomogeneity in a solid material. In elastic materials these forces are as-
sociated with the Eshelby tensor, as is known. In structuredor micro-structured
materials, an Eshelby–like stress can be assembled by following a simple rule. By
appealing to this rule, one is able to propose an expression for the Eshelby tensor
in electromagnetism.

A variational procedure is hereby expounded, from which an expression for
the classical electromagnetic stress tensor, whose form isotherwise controversial,
stems straightforwardly. The electromagnetic Eshelby–like tensor is derived on
this base.

1. Introduction

Material forces and configurational forces are customarilyunderstood as two synonymous which
label the same notion. In the continuum framework, the configurational forces are usually associ-
ated with the energy–stress tensor and they acquire a special importance in structured materials.
Most people, who are concerned with materials with an internal structure or with microstruc-
tures, are familiar with the notion of energy–stress. Such an energy–stress naturally appears in
the theory whenever the material response depends on the gradient of the fields or of the micro-
fields of interest. We shall stress out that there are two kinds (at least) of configurational forces
and only one of the two is related to the notion of material force. The latter governs the behaviour
of material defects or inhomogeneities [1, 2].

The Maxwell electromagnetism can be viewed as one of the firsttheories of a material
endowed with a structure (i.e.the electromagnetic fields),although the Maxwell–Faraday’s elec-
tromagnetic fields are defined also out of a body of finite extent. As the electromagnetic fields
pervade the whole physical space, the mathematical problemfor the electromagnetic materials
has to be formulated not only in the domain occupied by the body, but also in the exterior do-
main, accordingly. The electromagnetic fields obey a set of differential equations that are in
general coupled with the mechanical equations [3, 4]. Should the Maxwell equations possibly
decouple from the mechanical ones, one could think to solve them first and afterward to look for
the associated stress tensor, in order to enquire about the mechanical behaviour of the material.

Some people who are interested in liquid crystals share thisattitude with those who deal
with electromagnetic materials or with other sort of structured materials. However, in most of
the cases, the form of the mechanical stress to associate with a structured material may be a
controversial matter [5, 6, 7]. This is the case for electromagnetic materials [4]. It is worth to
recalling that the quarrel, about the proper form the stress(and the momentum) should have in
electromagnetic materials, is still unsettled [8]. As there is not a general agreement on the form
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of the electromagnetic stress, a challenge for new proposals is open.

Here, we discuss this point basing on a variational approach. In this approach, the Maxwell
electromagnetic stress tensor will naturally stem from a Hamilton-like principle for a Lagrangian
that we are going also to introduce. Along with the electromagnetic stress, other electromagnetic
quantities of interest are derived. These quantities are useful for recovering the final form of the
energy–stress tensor which is related to thematerial forces[9, 10]. This energy-stress definitely
differs from the Maxwell energy–stress. Maxwell introduced, in his treatise, the electromagnetic
stress tensor in order to evaluate the electromagnetic force acting over a body [11]. Thus, the
Maxwell tensor is an energy-stress tensor that it is relatedto the classical notion of force,not to
thematerial forces, as we will try to show in evidence.

Nonetheless, the procedure suggested by Maxwell in establishing the stress and the force
acting on a material body is appealing, as it can be re–proposed in other fields of Continuum
Mechanics or Continuum Physics. Eshelby [1] was the first whoproposed to apply the Maxwell’s
procedure to elasticity, in order to evaluate the force acting upon a point-wise defect. In this
respect, Eshelby introduced the notion of material force.

2. Maxwell equations in material form

Hereafter, we consider a solid body of infinite extent, whichfills the whole physical space. This
space is here represented by the Euclidean spaceE3. The classical Maxwellian fieldsE, D, B,
H, P andM (the electric field, the electric displacement, the magnetic induction, the magnetic
field, the polarisation and the magnetisation, respectively) aretransformedin a suitable chosen
reference configuration of the deformable body, in the following fashion:

(1)

�
= FT(E + v ∧ B) = FT� ;

�
= JF−1D;

�
= JF−1B;

�
= FT� ≡ FTH + V ∧ D;

�
= JF−1P;

�
= FTM

The introduction of the following auxiliary fields will be also useful:

(2)

�∗ = FTE ≡
�

+ V ∧
�

;
�∗ = JF−1� = JF−1[B − (1/c2)v ∧ E]

≡
�

+ (1/c2)C−1(V ∧ ε0JC−1�∗);
� ∗ = FT� ≡

�
− (V ∧

�
).

The transformation has to be understood as through the mapping χ : (X, t) → x, which is
assumed here to be regular enough for our purposes.

X belongs to the reference configuration andx to the actual configuration of a body.t ∈ IR
represents the time.F = ∇Rχ , where∇R stands for the spatial gradient in the referential frame.
J = detF. FT denotes the transpose ofF. v = ẋ andV = −F−1v. We also assume, as usual,
that J > 0.

The fields introduced in (1) satisfy the Maxwell equations inthe following form:

(3)

divR
�

= Jρe
divR

�
= 0

rotR
�

+ (∂
�
/∂t)|X = 0

rotR
�

− (∂
�
/∂t)|X = g.



The structure of material forces 239

divR represents the divergence operator androtR the curl operator in the reference configura-
tion; g is defined as follows:

(4) g = JF−1j + JρeV.

ρe and j are the free charge and the free current densities, respectively, per unit volume of the
current configuration.

The transformations of the electromagnetic fields, such as given by the relationships (1)
and (2), provide the Maxwell equations (3) in the referential frame. These equations are clearly
form–invariant.
The reader is referred to [10] for further details on this point.
For future use, we will introduce the following relationships:

(5)
�

=
�

− ε0JC−1�∗

and

(6)
� ∗ = µ0J−1C

�
−
�
.

whereC ≡ FTF. ε0 andµ0 are the electric permittivity and the magnetic permeability of a
vacuum, respectively.

2.1. The material electromagnetic potentials

The classical electrodynamical potentials, namely the scalar potential8 and the vector potential
A are also transformed in two analogous fieldsφ and� , respectively, in such a way that they are
consistent with the equations (3) [10, 11, 12, 13]. More specifically, one introduces the vector
field � , (the vector potential in the material form) as follows:

(7) rotR� =
�

so that the equation (3)2 is identically satisfied. It is worth to mentioning that� is uniquely
defined, provided that the quantitydivR� is specified.
Basing on the equations (3)3 and (7), one also introduces the material scalar potentialφ, so that

(8)
�

= −∇Rφ − �̇
The superposed dot on� denotes the total time derivative of� .

The equations (3) can be now written in terms ofφ,� ,
�

and
� ∗, by taking into account

the equations (1), (4), (5), (6), (7) and (8). Hereafter, we will be concerned with this form of the
Maxwell equations, which is known as the Lorentz form [4, 12].

It is worth to recalling that, had we dealt with bounded domains, the fields
�

and
� ∗ would

have been identically vanishing out of these domains.

3. A Lagrangian approach

Motivations for introducing the Lagrangian density in the material form, such as written be-
low, will not be reported here as they are illustrated in [10]. Here, we only remark that such a
Lagrangian provides the equations (3), in the Lorentz form.This Lagrangian reads:

L = 1

2
{ε0J

�∗ · C−1�∗ − (µ0J)−1� · C
�

} +
�

·
�

+
� ∗ ·

�
+ ρ0v

2

2
(9)

− W(F,F
�
, JF−1T� ∗,X).
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L is a Lagrangian density per unit volume of the reference configuration and possibly is of the
following form:

(10) L = L̂(φ, φ̇,∇Rφ,� , �̇ ,∇R� ,
�
,
�̇
,∇R

�
,
� ∗,

�̇ ∗
,∇R

� ∗, x, ẋ,F,X) .

The corresponding Lagrange equations read:

d

dt

∂L

∂φ̇
− ∂L

∂φ
+ div R

∂L

∂∇Rφ
= 0,

d

dt

∂L

∂ �̇
− ∂L

∂� + div R
∂L

∂∇R�
= 0,

d

dt

∂L

∂ ẋ
− ∂L

∂x
+ div R

∂L

∂F
= 0,(11)

d

dt

∂L

∂
�̇ − ∂L

∂
� + div R

∂L

∂∇R
� = 0,

d

dt

∂L

∂
�̇ ∗

− ∂L

∂
� ∗ + div R

∂L

∂∇R
� ∗ = 0.

With reference to the expression (9), one notes that:

∂L

∂φ
= 0,

∂L

∂� = 0,(12)

∂L

∂φ̇
= 0.

The equations (11)1 and (11)2 simplify accordingly and provide, as a final result, two of the
Maxwell equations of interest, in the Lorentz form.

For sake of simplicity, we also assume that

(13)

∂L

∂
�̇ = 0,

∂L

∂
�̇ ∗ = 0,
∂L

∂∇R
� = 0,

∂L
∂∇R

�
∗ = 0.

In accordance with this assumption, the equations (11)4 and (11)5 reduce to the following alge-
braic equations:

−∂W

∂
� =

�
,

∂W

∂
� ∗ =

�
,(14)

which happen to correspond to the classical constitutive equations. The equation (11)3 has a
natural mechanical interpretation, according to which thequantity∂L/∂ ẋ represents themomen-
tum.
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4. The electromagnetic stress tensor and momentum

With reference to the expression (9) the momentum density explicitly reads:

(15)
∂L

∂ ẋ
= ρ0v − (F−1T)

∂L

∂V
≡ ρ0v + J(D0 ∧ B),

whereD0 ≡ ε0E. The electromagnetic stress tensor, in the Piola form, has the following explicit
expression

−∂L

∂F
= E ⊗

�
0 + µ−1

0 B ⊗
�

− 1

2
J[ε0E2 + µ−1

0 B2]F−1T − J[D0 ∧ B ⊗ V] +

+ ∂W

∂F
+ ∂W

∂(F
�
)

⊗
�

− J� ⊗ F−1
(

∂W

∂ JF−1T� ∗

)
+(16)

+
[

∂W

∂ JF−1T� ∗ · JF−1T� ∗
]

F−1T,

having noted that the dependence ofL onF is throughV ≡ −F−1ẋ and throughW. W, in turn,
depends onF explicitly and throughJ

�
and J

� ∗. The tensor∂L/∂F can be transformed in
theCauchy–formand, if we take into account the equation (11)4, (11)5 and (14), we eventually
write:

−J−1∂L

∂F
FT = [ε0E ⊗ E + µ−1

0 B ⊗ B] − 1

2
[ε0E2 + µ−1

0 B2]I +(17)

− [ε0(E ∧ B)⊗ v] +

+ J−1
(
∂W

∂F

)
FT + � ⊗ P −� ⊗ B + (� · B)I .

The expression (17) is consistent with the classical expression of the Maxwell stress tensor in a
vacuum, which reads:

(18) tM = ε0E ⊗ E + µ−1
0 B ⊗ B − 1

2
(ε0E2 + µ−1

0 B2)I ,

having disregarded the velocityv of the material points.

5. The electromagnetic material tensor

The variational procedure which is based on the Lagrangian density L not only provides the
Maxwell equations and the balance of momentum [10, 13]. In fact, along with themomentum
∂L/∂ ẋ, two additional canonical momenta, ∂L/∂φ̇ and∂L/∂�̇ , are also introduced.

In the specific case of electromagnetism, one of these momenta vanishes:

(19)
∂L

∂φ̇
≡ 0,

as remarked previously in (12)3.

The following result holds true for the second canonical momentum:

(20)
∂L

∂�̇
= −

�
,
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taking into account the relationships (2)1, (8), (9) and (10).

Having this remarked, anadditional mechanical quantity, which is a combination of the two
non–vanishing canonical momenta, can be introduced. This mechanical quantity is defined as
follows [10]:

(21) p0 = −FT ∂L

∂ ẋ
− (∇R� )T

∂L

∂�̇
.

The expression (21) is a density per unit volume of the reference configuration and leads to the
definition of thematerial momentumor pseudomomentum[8, 14, 15], which writes as follows:

(22) pR = ρ0CV +
�

∧
�

≡ ρ0CV + J(P∧ B)

or, per unit volume of the current configuration,

(23) p = ρCV + P ∧ B.

This procedure for defining the novel mechanical quantity may not be unfamiliar to people who
work on materials with microstructures, from the viewpointof continuum mechanics. An analo-
gous procedure can be employed for a combination of the quantities ∂L/∂∇Rφ, ∂L/∂∇R� and
∂L/∂F.

This combination defines thematerial energy–stress(an Eshelby–like stress) as follows

(24) b = −L I + FT ∂L

∂F
+ (∇Rφ)⊗

∂L

∂∇Rφ
+ (∇R�)T

∂L

∂∇R�
.

The expression (24) can be explicitly evaluated by taking into account the equations (11)4, (11)5
and (14). The computations will not reported here as they canbe found in [10].

One of the result of interest is the expression ofb that specialises in the following form, for
the electrostatics of a dielectric material:

(25) bdiel = (W −
�

·
�
)I − FT ∂W

∂F
−
�

⊗
�
.

The corresponding Cauchy–like stress is reported here below for comparison. With reference to
the formula (17), it reads:

(26) Tdiel = −1

2
ε0E2I + E ⊗ D + J−1∂W

∂F
FT .

where

(27) D = ε0E + P.

6. Comments

By comparing (26) with (25) one can notice the following. First, although the two mentioned
expressions are in the form of energy–stress tensors they completely differ from one another. It
is not possible to transform one into the other by means of a simple rule, like in pure elasticity.

Second, the Cauchy form of the electromagnetic stress tensor reduces to the Maxwell stress
tensor, not only in a vacuum but also in all simple cases that are dealt with in the classical
literature. Third, the electrostatic stress tensor survives also out of the domain occupied by
the material, whereas the correspondingelectrostatic material stress tensorbdiel identically
vanishes in a vacuum.
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A COSSERAT DETECTOR FOR DYNAMIC GEOMETRY

Abstract. It is proposed to explore the interaction of weak gravitational fields with
slender elastic materials in order to assess the viability of achieving enhanced laser
interferometric sensitivities for the detection of gravitational waves with frequen-
cies between 10−4 and 1 Hz. The aim is the design of novel gravitational antennae
in interplanetary orbit. The implementation of these ideaswould be complimen-
tary to existing programmes of gravitational wave researchbut exploiting a current
niche in the frequency spectrum.

The dynamics of slender structures, several km in length, are ideally suited
to analysis by the simple theory of Cosserat rods. Such a description offers a
clean conceptual separation of the vibrations induced by bending, shear, twist and
extension and the coupling between eigen-modes due to tidalaccelerations can
be reliably estimated in terms of the constitutive properties of the structure. The
detection of gravitational waves in the 1 Hz region would provide vital information
about stochastic backgrounds in the early Universe and the relevance of super-
massive black holes to the processes that lead to processes in the centre of galaxies.

1. Introduction

One of the most striking predictions of Einstein’s theory ofgravitation follows from solutions
describing gravitational waves. Such solutions are thought to be produced by astrophysical phe-
nomena ranging from the coalescence of orbiting binaries toviolent events in the early Universe.
Their detection would herald a new window for the observation of natural phenomena. Great
ingenuity is being exercised in attempts to detect such waves in the vicinity of the earth using
either laser interferometry or various resonant mass devices following Weber’s pioneering efforts
with aluminum cylinders. Due to the masking effects of competing influences and the weakness
of gravitation compared with the electromagnetic interactions the threshold for the detection of
expected gravitationally induced signals remains tantalisingly close to the limits set by currently
technology. In order to achieve the signal to noise ratios needed for the unambiguous detection of
gravitational waves numerous alternative strategies are also under consideration. These include
more sophisticated transducer interfaces, advanced filtering techniques and the use of dedicated
arrays of antennae. Earth based gravitational wave detectors require expensive vibration insula-
tion in order to discriminate the required signals from the background. This is one reason why
the use of antennae in space offer certain advantages. It is argued here that the gravitationally
induced elastodynamic vibrations of slender material structures in space offer other advantages
that do not appear to have been considered. Multiple structures of such continua possess attrac-
tive properties when used as coincidence detectors of gravitational disturbances with a dominant

∗RWT is grateful to BAE-Systems (Warton), the Leverhulme Trust and PPARC for support. Both au-
thors are indebted to valuable conversations with J Hough and M Cruise.

245



246 R.W. Tucker - C. Wang

spectral content in the 10−4 to 1 Hz region. Furthermore this window can be readily extended to
lower frequencies and higher sensitivities by enlarging the size of the structures.

Newtonian elastodynamics [1] is adequate as a first approximation if supplemented by the
tidal stressesgenerated by the presence of spacetime curvature that is small in comparison
with the detector. The latter are estimated from the accelerations responsible for spacetime
geodesic deviations. Since the constituents of material media owe their elasticity to primarily
non-gravitational forces their histories are non-geodesic. The geodesic motions of particles offer
a reference configuration and the geodesic deviation of neighbours in a geodesic reference frame
provide accelerations that are additionally resisted in a material held together by elastic forces.
Since in practical situations the re-radiation of gravitational waves is totally negligible the com-
putation of the stresses induced by the tidal tensor of a background incident gravitational wave
offers a viable means of exploring the dynamical response ofa material domain to a fluctuating
gravitational field.

Surprisingly little recent attention seems to have been devoted to problems in gravito-
elastodynamics beyond the recognition that the shape, sizeand density of a material may be
tuned in order to expedite the excitation of particular normal modes of vibration by resonance
[2, 3, 4, 5]. There appear to be no detailed studies of the dynamic response of interplanetary ma-
terial structures to gravitational wave phenomena. Current resonant mode detectors are designed
to permit reconstruction of the direction and polarisationof gravitational waves that can excite
resonances. Clearly such detectors are designed to respondto a narrow spectral window of grav-
itational radiation and are not particularly good at determining the temporal profile of incident
gravitational pulses. A significant advantage of space-based antennae based on slender material
structures is that they can be designed to respond to transient gravitational pulses, to polarised
uni-directional gravitational waves or omni-directionalunpolarised waves.

In 1985 V. Braginsky and K. Thorn proposed [6] an Earth-orbiting gravitational wave de-
tector, called a “skyhook”, which could operate in the 10 to 1000 mHz band. It consisted of two
heavy masses, one on each end of a long cable with a spring at its centre. The proposal was re-
fined by R W R Drever who suggested that certain noise pollution could be reduced by increasing
the rigidity of the design. These authors explored many of the competing noise perturbations and
concluded that such devices offer an attractive, simple instrument with gravity-wave sensitivity
in an interesting range where sources might exist. However these conclusions were based on a
particular non-resonant radial string configuration in earth orbit and to our knowledge no detailed
simulations of the elastic wave excitations in the connecting cable have ever been performed in
this or more general scenarios. The proposal here, to use several material structures, differs in
a number of important respects not the least of which is the fact that laser technology has ad-
vanced enormously since this original proposal. Furthermore the analysis of the original detector
ignored the ability of a continuum structure to be tuned to the entire acceleration field of a gravi-
tational wave. Resonant response to such circumferential excitations optimise power absorption
from the wave. Such mechanisms deserve a more comprehensiveanalysis, not only to update the
viability of the general skyhook concept but to exploit to advantage the detection of both axial,
torsional and flexural elastic wave excitationsof the cable itselfby laser interferometry in much
more general dynamical configurations than were originallyenvisaged.

The general mathematical theory of non-linear Newtonian elasticity is well established.
The general theory of one-dimensional Newtonian Cosserat continua derived as limits of three-
dimensional continua can be consulted in [1]. The theory is fundamentally formulated in the
Lagrangian picture in which material elements are labelledby s. The behaviour of a Cosserat
structure at timet may be described in terms of the motionR(s, t) in space of the line of cen-
troids of its cross-sections and elastic deformations about that line. Such a structure is modelled
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mathematically by an elastic space-curve with structure. This structure defines the relative orien-
tation of neighbouring cross-sections along the structure. Specifying a unit vectord3 (which may
be identified with the normal to the cross-section) at each point along the structure enables the
state of flexure to be related to the angle between this vectorand the tangent to the space-curve.
Specifying a second vectord1 orthogonal to the first vector (thereby placing it in the plane of
the cross-section) can be used to encode the state of bendingand twist along its length. Thus
a field of two mutually orthogonal unit vectors along the structure provides three continuous
dynamical degrees of freedom that, together with the continuous three degrees of freedom de-
scribing a space-curve relative to some arbitrary origin inspace, define a simple Cosserat model.
It is significant for this proposal that the theory includes thermal variables that can be coupled to
the dynamical equations of motion, compatible with the lawsof thermodynamics. The theory is
completed with equations that relate the deformation strains of the structure to the elastodynamic
forces and torques. The simplest constitutive model to consider is based on Kirchoff relations
with shear deformation and viscoelasticity. Such a Cosserat model provides a well defined six
dimensional quasi-linear hyperbolic system of partial differential equations in two independent
variables. It may be applied to the study of gravitational wave interactions by suitably choosing
external body forcesf to represent the tidal interaction with each element in the medium. A typi-
cal system might consist of at least two material structuresorbiting in interplanetary space. Each
structure would be composed of several km of hollow segmented pipe. A structure, several km
in length , made up of transportable segments, could be conveyed to an orbiting station and the
system constructed in space. The lowest quadrupole excitation of a steel circular structure would
be about 0.4Hz and vary inversely as the (stress-free) length of the structure. Actuator and feed-
back instrumentation could be placed inside the pipe to “tune” the system to an optimal reference
configuration. A series of laser beams from sources attachedto the structure, deflected across
its diameters from one side to another and along segments of the circumference of a polygon in-
scribed within the loop could form the structure of a laser interferometer system. In this manner
vibrations induced by a quadrupole deformation of the structure (in which both the variations in
length of orthogonal diameters and circumferential elements) contribute to a path difference for
laser interference. The precise details of the density and elastic moduli needed to enhance the
sensitivity of the receiver would result from an in-depth analytic analysis of the Cosserat equa-
tions for free motion. The ability to readily optimise the resonant behaviour for coupled axial,
lateral and torsional vibrations by design is a major advantage over other mechanical antennae
that have been proposed.

By contrast a broad band detector would consist of an open ended structure coiled into
a spiral. For planar spirals with traction free open ends thespectral density of normal trans-
verse and axial linearised modes increases with the densityof the spiral winding number. They
form an ideal broad band detector with directional characteristics. Such antennae can sustain
non-resonant weakly dispersive axial travelling waves excited by incident gravitational pulses.
Furthermore by coupling such a spiral at its outer end to a light mass by a short length of high-Q
fibre (such as sapphire) one can tune such an extension to internal resonances, thereby amplify-
ing the spiral elastic excitation. Such excitations offer new detection mechanisms based on the
enhanced motion of the outer structure of the spiral.

2. Cosserat equations

The dynamical evolution of the structure with mass density,s ∈ [0, L0] 7→ ρ(s), and cross-
sectional area,s ∈ [0, L0] 7→ A(s), is governed by Newton’s dynamical laws:

ρA R̈ = n′ + f
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∂t (ρ I(w)) = m′ + R′ × n + l

applied to a triad of orthonormal vectors:s ∈ [0, L0] 7→ {d1(s, t),d2(s, t),d3(s, t)} over the
space-curve:s ∈ [0, L0] 7→ R(s, t) at time t wheren′ = ∂sn, Ṙ = ∂t R, f and l denote
external force and torque densities respectively ands ∈ [0, L0] 7→ ρI is a structure moment of
inertia tensor. In these field equations thecontact forcesn andcontact torquesm are related to
thestrainsu, v, w by constitutive relations. The strains are themselves defined in terms of the
configuration variablesR anddk for k = 1,2, 3 by the relations:

R′ = v

d′
k = u × dk

ḋk = w × dk.

The latter ensures that the triad remains orthonormal underevolution. The last equation identifies

w = 1

2

3∑

k=1

dk × ḋk

with the local angular velocity vector of the director triad. The general model accommodates
continua whose characteristics (density, cross-sectional area, rotary inertia) vary withs. For
a system of two coupled continua with different elastic characteristics on 0≤ s < s0 and
s0 < s ≤ L0 respectively one matches the degrees of freedom ats = s0 according to a junction
condition describing the coupling.

To close the above equations of motion constitutive relations appropriate to the structure
must be specified:

n(s, t) = n̂(u(s, t), v(s, t),ut (s), vt (s), . . . , s)
m(s, t) = m̂(u(s, t), v(s, t),ut (s), vt (s), . . . , s)

whereut (s) etc., denote the history ofu(s, t) up to timet . These relations specify a reference
configuration (say att = 0) with strainsU(s),V(s) in such a way that̂n(U(s),V(s), . . . , s) and
m̂(U(s),V(s), . . . , s) are specified. A reference configuration free of flexure hasRs(s,0) =
d3(s,0), i.e. V(s) = d3(s,0). If a standard configuration is such thatR(s,0) is a space-curve
with Frenet curvatureκ0 and torsionτ0 and the standard directors are oriented so thatd1(s,0)
is the unit normal to the space-curve andd2(s,0) the associated unit binormal thenU(s) =
κ0(s) d2(s,0)+ τ0(s)d3(s,0).

For a “rod” of densityρ and cross-sectional areaA in a weak plane gravitational wave
background the simplest model to consider consists of the Newtonian Cosserat equations with a
time dependent body force modelled by the tidal interactionf = ρA RĊξ Ċ whereξ = x ∂

∂x +
y ∂

∂y + z ∂
∂z is the Newtonian vector locating an element of the structurein a Newtonian frame

defined by the gravitational wave andRX Y is the pseudo-Riemannian curvature operator. The
plane gravitational wave metric in{x, y, z, t} coordinates is expressed as

g = −e0 ⊗ e0 + e1 ⊗ e1 + e2 ⊗ e2 + e3 ⊗ e3

where

e0 = d t + d z

2
+ � (t, x, y, z)

d (t − z)

2
+ d (t − z)

2
,

e1 = d x,

e2 = d y,

e3 = d(t + z)

2
+ � (t, x, y, z)

d (t − z)

2
− d (t − z)

2
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and serves to anchor the wave to a Minkowski spacetime when� = 0. An exact plane gravita-
tional wave is given by

� = f+(t − z)
x2 − y2

2
+ f×(t − z)

xy

2

for arbitrary profiles f+ and f×. The vectorĊ is the normalised 4-velocity associated with a
time-like observer curve in a geodesic reference frame in the above metric. In the absence of
elastic forces each element in the structure would then be governed by the equation of geodesic
deviation. Additional stationary Newtonian gravitational fields add terms of the formρAg to f
whereg is the “effective local acceleration due to gravity”. Post Newtonian gravitational fields
(such as gravitomagnetic and Lens-Thirring effects) can beaccommodated with a more refined
metric background.

It should be stressed that unlike many current low frequencydetectors (e.g. LISA), based
on measuring the relative motion of a small number of discrete masses, the loop antennae under
discussion provide a response from a vibrating mass continuum where every element of each
structure can be made to respondin an optimal mannerto the acceleration field of a gravitational
perturbation. By choosing material with a critical ratio ofthe shear to Youngs modulus of elastic-
ity, the quadrupole mode of the structure can be induced to absorb maximum power from a plane
gravitational wave propagating orthogonal to a circular loop. In such a mode the deformation
of each structure element remains along the acceleration vector in the tidal field. This important
observation follows by linearising the Cosserat equationsabout a circular loop of lengthL0 with
the deformation fields

R(s, t) =
[(

L0

2π
+ ξ(s, t)

)
cos

(
2π

L0
(s + λ(s, t))

)
,

(
L0

2π
+ ξ(s, t)

)
sin

(
2π

L0
(s + λ(s, t))

)
,0

]

d1 =
[
cos

(
2π

L0
s + φ(s, t)

)
, sin

(
2π

L0
s + φ(s, t)

)
,0

]

d2 = [0, 0,1]

d3 = d1 × d2

and a tidal perturbation due to a plane gravitational wave inthe transverse trace-free gauge.
The linearised vibrations correspond to a spectrum of combined flexural and circumferential
modes and the quadrupole mode alone can be excited into resonance by the passage of the entire
gravitational wave. Such modes have no analogue in detectors composed of discrete masses. A
further intriguing property of this system deserves further investigation. Loops can be endowed
with a uniform longitudinal speed along their circumference and the damping of the induced
resonant modes due to the viscoelasticity of the structure is thereby diminished. More generally
by solving for the dynamical evolution of the structure, given f, initial and boundary data and
suitable constitutive relations the dynamical behaviour of the structure can be used as a guide to
decide how to interface Fabry-Perot devices to the system inorder to detect gravitational wave
environments by laser interferometry.

3. Anelastic modelling

An important consideration of any modelling of Cosserat continua to low levels of excitation
is the estimation of signal to noise ratios induced by anelasticity and temperature. To gain an
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insight into the former one may attempt to extend the established theory of linear anelasticity to
a Cosserat structure. For a slender straight rod with uniform densityρ, static Young’s modulus
E and area of cross sectionA, the free damped motion in one dimension is modelled by the
equation:

ρA∂t t x(s, t) = n′(s, t)

where the axial strainv(x, t) = ∂sx(s, t) ≡ x′(s, t) and

n(s, t) = E A(v(s, t)− 1)− E A
∫ t

∞
φ(t − t ′) v̇(t ′)dt′

for some viscoelastic modelφ with 0 ≤ s ≤ L . For free motion in the mode:

x(s, t) = s + ξ(t) cos(πs/L)

the amplitudeξ(t) satisfies

ξ̈ (t)+ ω2
0 ξ(t) = ω2

0

∫ t

∞
φ(t − t ′)ξ̇ (t ′)dt′

with ω2
0 = π2E

L2ρ
while for a forced harmonic excitation:

ξ̈ (t)+ ω2
0ξ(t) = ω2

0

∫ t

∞
φ(t − t ′)ξ̇ (t ′)dt′ + F0 exp(−i�t).

With ξ(0) = ξ̇ (0) = 0 the Laplace transformed amplitude of forced axial motion is then given
in terms of the Laplace transform∗

φ̄(σ ) =
∫ ∞

0
φ(t)e−σ td t

of the anelastic modelling functionφ(t) as:

ξ̄ (σ ) = F0

(σ − i�)(σ2 − ω2
0σ φ̄(σ )+ ω2

0)
.

To extend this approach in a simple manner to a 3-D Cosserat model of a slender rod with uniform
static moduliE andG, geometric elementsA, Kαα = J11+ J22, Jαβ , one adopts the following
constitutive relations for the local director components of the contact forcen and torquem in

∗For a “Hudson” type solid :

Ē(σ ) = kσ ν
= E(1 − σ φ̄(σ ))

for some constantsk andν.
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terms of the local strain vectorsv andu and anelastic response functionsφE andφG:

n3(s, t) = E A(v3(s, t)− 1)− E A
∫ t

∞
φE(t − t ′) v̇3(s, t

′)d t′

n1(s, t) = G Av1(s, t)− G A
∫ t

∞
φG(t − t ′) v̇1(s, t

′)d t′

n2(s, t) = G Av2(s, t)− G A
∫ t

∞
φG(t − t ′) v̇2(s, t

′)d t′

m3(s, t) = KααG u3(s, t)− KααG
∫ t

∞
φG(t − t ′) u̇3(s, t

′)d t′

mα(s, t) = E
2∑

β=1

Jαβ uβ (s, t)− E
2∑

β=1

Jαβ

∫ t

∞
φE(t − t ′) u̇β (s, t

′)d t′

for α, β = 1, 2.

4. Estimate of equilibrium thermal noise at resonance

The detailed effects of temperature on low levels of elasticexcitation are more difficult to esti-
mate. However order of magnitude estimates may be based on elementary considerations. Letx
be the mean thermal R.M.S. displacement of the elastic medium in a thermal equilibrium state
at temperatureT , for an antenna of massm resonating with angular frequencyω. Then

kT

2
' mω2x2

2

wherek is the Boltzman constant. For an antenna of effective lengthL , mass densityρ and
Young’s modulusE take

ω '
π

√
E
ρ

L

and

m = ρL A

in terms of the cross-section areaA of the structure. IfQ is the quality factor of the antenna one
may estimate the gravitational signal from a harmonic gravitational wave with amplitudeh and
frequencyω to be given bydl = hL Q. If S= dl/x is the signal to noise ratio:

h(T,Q, E, A, L , S) ' S

Qπ

√
kT

L E A
.

ChoosingQ = 1E6, E = 2.02E11, A = (0.01)2, S = 5 in MKS units andT = 100K one
sees that withL = 1km one could detecth = 1E − 21 provided the signaldl = 1E − 12
is detectable. This corresponds to a resonance at 0.2Hz. Using the above parameters one may
estimate the mass and corresponding lowest resonant frequency for such a detector. These are
illustrated in Figures 1 and 2.
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5. Estimate of thermal fluctuation noise induced by laser measurements

The act of measuring ”small” elastic strains can induce thermal fluctuations that contribute to
elastodynamic noise. According to Braginsky et al. [7], temperature fluctuations can be induced
by laser measurement of strain. Such fluctuations act as a stochastic source for elastic deforma-
tions in the structure that compete with the strains inducedby gravitational excitations. If one
neglects the geometry of the structure and applies the estimates in [7] one finds a temperature
dependence for the spectral density of the average induced noiseχ(T, ω)2 given by:

χ(T, ω)2 = 4

√
2α(T)2(1 + σ)2kT2τ

√
πρ(T)C(T)ro(1 + τ2ω2)

where the relaxation timeτ = r 2
0ρ(T)C(T)/K (T), K (T) is the thermal conductivity,σ the

Poisson ratio,α(T) the coefficient of linear expansion andC(T) the specific heat of the elastic
medium. The radiusr0 is a measure of the spatial dimension of the laser spot used toexcite the
temperature fluctuations of the structure, taken here to be 0.03m.

The square rootχ(T, ω) of the spectral density for a structure composed of a Fe-Ni alloy is
plotted as a function of temperature for the series of frequencies, 0Hz, 0.001Hz, 0.01Hz, 1Hz in
Fig. 3. The noise is limited by the top 0Hz curve. To make a comparison with the thermal noise
x(T) above at a resonance frequency�, one may integrate the spectral fluctuation noise induced
by laser measurement over a band [ω1, ω2] centered on the resonant frequency:

X(T)2[ω1,ω2] =
∫ ω2

ω1

χ(T, ω)2 dω.

If one takes the windowω1 = 0 andω2 = 2� for a choice of� corresponding to the lowest
resonance in structures with lengths of 0.01m, 1, 100m,1km and 10km, then the full curve in Fig.
4 is obtained forX(T)[0,2�] . On this scaleX(T)[0,2�] is insensitive to the choice of frequency
window. By contrast the dotted curves indicate the resonantR.M.S. thermal noisex(T) with
the lowest curve corresponding to the shortest length and the others showing noise increasing
with length. Clearly the thermal fluctuation noise induced by measurement is several orders of
magnitude smaller compared with the thermal R.M.S. noise for a structure of several km in length
resonating in the mHz region. The strong temperature dependence aroundT = 60 andT = 250
is due to the behaviour of the thermal expansion coefficient in these regions. It offers another
means of tuning the antenna by careful selection of materialproperties. The thermal fluctuation
noise may have more significance for the broad band detector configurations mentioned above.

6. Conclusions

Cosserat modelling offers a natural approach to analyse theinteraction between gravitational
fluctuations and slender elastic structures. Unlike current proposals for low frequency orbiting
detectors based on measuring the relative motion of a small number of discrete masses, the an-
tennae discussed above provide a response from an extended vibrating mass continuum where
every element can be made to respondin an optimal mannerto the acceleration field of a grav-
itational perturbation. Cosserat methods may be generalised to include a more detailed study of
the thermo-mechanics of antennae constrained by the Clasius-Duhem inequality and promise a
clearer picture of the competing effects of thermal noise onthe detection of gravitational waves.
If thermal noise is such that cryogenic cooling is not mandatory with current technology they
may also provide a cheaper alternative.
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