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BOUNDARY VALUE PROBLEMS ON

MANIFOLDS WITH EXITS TO INFINITY

Abstract. We construct a new calculus of boundary value problems with the trans-
mission property on a non-compact smooth manifold with boundary and conical
exits to infinity. The symbols are classical both in covariables and variables. The
operators are determined by principal symbol tuples modulooperators of lower
orders and weights (such remainders are compact in weightedSobolev spaces).
We develop the concept of ellipticity, construct parametrices within the algebra
and obtain the Fredholm property. For the existence of Shapiro-Lopatinskij ellip-
tic boundary conditions to a given elliptic operator we prove an analogue of the
Atiyah-Bott condition.

1. Introduction

Elliptic differential (and pseudo-differential) boundary value problems are particularly simple
on either a compact smooth manifold with smooth boundary or on a non-compact manifold
under local aspects, e.g., elliptic regularity or parametrix constructions. This concerns pseudo-
differential operators with the transmission property, cf. Boutet de Monvel [3], or Rempel and
Schulze [16], with ellipticity of the boundary data in the sense of a pseudo-differential analogue
of the Shapiro-Lopatinskij condition. An essential achievement consists of the algebra structure
of boundary value problems and of the fact that parametricesof elliptic operators can be ex-
pressed within the algebra. There is an associated boundarysymbol algebra that can be viewed
as a parameter-dependent calculus of pseudo-differentialoperators on the half-axis, the inner
normal to the boundary (with respect to a chosen Riemannian metric).

The global calculus of pseudo-differential boundary valueproblems on non-compact or
non-smooth manifolds is more complicated. In fact, it is only known in a number of special
situations, for instance, on non-compact smooth manifoldswith exits to infinity, modelled near
the boundary by an infinite half-space, cf. the references below, and then globally generated by
charts with a specific behaviour of transition maps. Pseudo-differential boundary value prob-
lems are also studied on manifolds with singularities, e.g., conical singularities by Schrohe and
Schulze [20], [21] or edge and corner singularities by Rabinovich, Schulze and Tarkhanov [14],
[15]. An anisotropic theory of boundary value problems on aninfinite cylinder and parabolicity
are studied in Krainer [12]. Moreover, essential steps for an algebra of operator-valued symbols
for manifolds with edges may be found in Schrohe and Schulze [22], [23], [24]. The latter theory
belongs to the concept of operator algebras with operator-valued symbols with a specific twisting
in the involved parameter spaces, expressed by strongly continuous groups of isomorphisms in
those spaces. The calculus of pseudo-differential operators based on symbols and Sobolev spaces
with such twistings was introduced in Schulze [25] in connection with pseudo-differential oper-
ators on manifolds with edges, cf. also the monograph [26]. This is, in fact, also a concept to
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establish algebras of boundary value problems; the corresponding theory is elaborated in [27]
for symbols that have not necessarily the transmission property. The case with the transmission
property is automatically included, except for the aspect of types in Green and trace operators in
Boutet de Monvel’s operators; a characterization in twisted operator-valued symbol terms is con-
tained in Schulze [28] and also in [27]. An application of theedge pseudo-differential calculus
for boundary value problems is the crack theory that is treated in a new monograph of Kapanadze
and Schulze [10], cf. also the article [29]. An essential tool for this theory are pseudo-differential
boundary value problems on manifolds with exits to infinity.

The main purpose of the present paper is to single out a convenient subalgebra of a global
version of Boutet de Monvel’s algebra on a smooth manifold with exits to infinity. Such a calcu-
lus with general non-classical symbols (without the edge-operator machinery) has been studied
by Schrohe [18], [19]. We are interested in classical symbols both in covariables and variables.
This is useful in applications (e.g., in edge boundary valueproblems, or crack theory), where
explicit criteria for the global ellipticity of boundary conditions are desirable. Our approach
reduces all symbol information of the elliptic theory to a compact subset in the space of co-
variables and variables, though the underlying manifold isnot compact. Moreover, we derive a
new topological criterion for the existence of global boundary conditions satisfying the Shapiro-
Lopatinskij condition, when an elliptic interior symbol with the transmission condition is given.
This is an analogue of the Atiyah-Bott condition, well-known for the case of compact smooth
manifolds with smooth boundary, cf. Atiyah and Bott [1] and Boutet de Monvel [3]. Note that
our algebra can also be regarded as a special calculus of pseudo-differential operators on a man-
ifold with edges that have exits to infinity. The edge here is the boundary and the model cone (of
the wedge) the inner normal. Some ideas of our theory seem to generalize to the case of edges
in general, though there are also essential differences. The main new point in general is that
the transmission property is to be dismissed completely. A theory analogous to the present one
without the transmission property would be of independent interest. New elements that appear
in this context are smoothing Mellin and Green operators with non-trivial asymptotics near the
boundary. Continuity properties of such operators “up to infinity” are studied in Seiler [32], cf.
also [31].

Acknowledgements: The authors are grateful to T. Krainer of the University of Potsdam for
useful remarks to the manuscript.

2. Pseudo-differential operators with exit symbols

2.1. Standard material on pseudo-differential operators

First we recall basic elements of the standard pseudo-differential calculus as they are needed for
the more specific structures in boundary value problems below.

Let Sµ(U ×
�n) for µ ∈

�
andU ⊆

�m open denote the space of alla(x, ξ) ∈ C∞(U ×�n) that satisfy the symbol estimates
∣∣∣Dαx Dβξ a(x, ξ)

∣∣∣ ≤ c〈ξ〉µ−|β|(1)

for all α ∈ �m , β ∈ �n and all x ∈ K for arbitrary K � U , ξ ∈
�n , with constantsc =

c(α, β, K ) > 0; 〈ξ〉 =
(
1 + |ξ |2

) 1
2 .

Moreover, letS(µ)(U×(
�n\0)) be the space of allf ∈ C∞(U×(

�n \ 0))with the property
f (x, λξ) = λµ f (x, ξ) for all λ ∈

�
+ , (x, ξ) ∈ U × (

�n \ 0). Then we haveχ(ξ)S(µ)(U ×

(
�n \ 0)) ⊂ Sµ(U ×

�n) for any excision functionχ(ξ) ∈ C∞(
�n) (i.e.,χ(ξ) = 0 for |ξ | < c0,
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χ(ξ) = 1 for |ξ | > c1 for certain 0< c0 < c1). We then defineSµcl(U ×
�n) to be the subspace

of all a(x, ξ) ∈ Sµ(U ×
�n) such that there are elementsa(µ− j )(x, ξ) ∈ S(µ− j )(U × (

�n \0)),

j ∈ � , with a(x, ξ)−
∑N

j =0χ(ξ)a(µ− j )(x, ξ) ∈ Sµ−(N+1)(U ×
�n) for all N ∈ � . Symbols

in Sµcl(U ×
�n) are called classical. The functionsa(µ− j ) (uniquely determined bya) are called

the homogeneous components ofa of orderµ− j , and we call

σψ (a)(x, ξ) := a(µ)(x, ξ)

the homogeneous principal symbol of orderµ (if the orderµ is known by the context, otherwise
we also writeσµψ instead ofσψ ). We do not repeat here all known properties of symbol spaces,
such as the relevant Fréchet topologies, asymptotic sums,etc., but tacitly use them. For details we
refer to standard expositions on pseudo-differential analysis, e.g., Hörmander [9] or Treves [33],
or to the more general scenario with operator-valued symbols below, where scalar symbols are a
special case.

Often we havem = 2n, U = �×� for open� ⊆
�n. In that case symbols are also denoted

by a(x, x′, ξ), (x, x′) ∈ �×�. The Leibniz product between symbolsa(x, ξ) ∈ Sµ(�×
�n),

b(x, ξ) ∈ Sν(�×
�n) is denoted by #, i.e.,

a(x, ξ)#b(x, ξ) ∼
∑

α

1

α!

(
Dαξ a(x, ξ)

)
∂αx b(x, ξ)

(
Dx =

(
1
i
∂
∂x1
, . . . , 1

i
∂
∂xn

)
, ∂x =

(
∂
∂x1
, . . . , ∂

∂xn

))
. If notation or relations refer to both clas-

sical or non-classical elements, we write(cl) as subscript. In this sense we define the spaces of
classical or non-classical pseudo-differential operators to be

Lµ
(cl)(�) =

{
Op(a) : a(x, x′, ξ) ∈ Sµ

(cl)

(
�×�×

�n)} .(2)

Here, Op is the pseudo-differential action, based on the Fourier transformF = Fx→ξ in
�n, i.e.,

Op(a)u(x) =
∫∫

ei (x−x′)ξa(x, x′, ξ)u(x′)dx′d̄ξ , d̄ξ = (2π)−ndξ . As usual, this is interpreted
in the sense of oscillatory integrals, first foru ∈ C∞

0 (�), and then extended to more general
distribution spaces. Recall thatL−∞(�) = ∩µ∈�Lµ(�) is the space of all operators with
kernel inC∞(�×�).

It will be also important to employ parameter-dependent variants of pseudo-differential op-
erators, with parametersλ ∈

� l , treated as additional covariables. We set

Lµcl

(
�;

� l
)

=
{
Op(a)(λ) : a(x, x′, ξ, λ) ∈ Sµ

(cl)

(
�×�×

�n+l
ξ,λ

)}
,

using the fact thata(x, x′, ξ, λ) ∈ Sµ
(cl)

(
�×�×

�n+l ) impliesa(x, x′, ξ, λ0) ∈ Sµ
(cl)(�×�×

�n) for every fixedλ0 ∈
� l . In particular, we haveL−∞

(
�;

� l ) = �
(� l , L−∞(�)

)
with the

identificationL−∞(�) ∼= C∞(� × �), and�
(� l , E

)
being the Schwartz space ofE-valued

functions.

Concerning distribution spaces, especially Sobolev spaces, we employ here the usual nota-
tion. L2(

�n) is the space of square integrable functions in
�n with the standard scalar product.

Then Hs(
�n) =

{
u ∈ � ′(

�n) : 〈ξ〉sû(ξ) ∈ L2(�n
ξ

)}
, s ∈

�
, is the Sobolev space of smooth-

nesss ∈
�

, û(ξ) = (Fx→ξu)(ξ). Analogous spaces make sense on aC∞ manifold X. Let
us assume in this section thatX is closed and compact. Let Vect(X) denote the set of all com-
plex C∞ vector bundles onX and Hs(X, E), E ∈ Vect(X), the space of all distributional
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sections inE of Sobolev smoothnesss ∈
�

. Furthermore, defineLµ
(cl)

(
X; E, F;

� l ) for µ ∈
�

,
E, F ∈ Vect(X), to be the set of all parameter-dependent pseudo-differential operatorsA(λ)
(with local classical or non-classical symbols) onX, acting between spaces of distributional
sections, i.e.,

A(λ) : Hs(X, E) −→ Hs−µ(X, F) , λ ∈
� l .

For l = 0 we simply writeLµ
(cl)(X; E, F). The homogeneous principal symbol of orderµ of an

operatorA ∈ Lµ
(cl)(X; E, F) will be denoted byσψ (A) (or σψ (A)(x, ξ) for (x, ξ) ∈ T∗X \ 0)

which is a bundle homomorphism

σψ (A) : π∗E −→ π∗F for π : T∗X \ 0 −→ X .

Similarly, for A(λ) ∈ Lµcl

(
X; E, F;

� l ) we have a corresponding parameter-dependent ho-
mogeneous principal symbol of orderµ that is a bundle homomorphismπ∗E → π∗F for
π : T∗X ×

� l \ 0 −→ X (here, 0 indicates(ξ, λ) = 0).

2.2. Operators with the transmission property

Boundary value problems on a smooth manifold with smooth boundary will be formulated for
operators with the transmission property with respect to the boundary. We will employ the
transmission property in its simplest version for classical symbols.

Let Sµ
(cl)

(
� ×

�
+ ×

�n) =
{
a = ã |

�×�+×�n : ã(x, ξ) ∈ Sµ
(cl)(� ×

�
×
�n)

}
, where

� ⊆
�n−1 is an open set,x = (y, t) ∈ �×

�
, ξ = (η, τ). Moreover, defineSµcl(�×

�
×
�n)tr

to be the subspace of alla(x, ξ) ∈ Sµcl(�×
�

×
�n) such that

Dk
t Dαη

{
a(µ− j )(y, t, η, τ)− (−1)µ− j a(µ− j )(y, t,−η,−τ)

}
= 0(3)

on the set{(y, t, η, τ) ∈ �×
�

×
�n : y ∈ �, t = 0, η = 0, τ ∈

�
\0}, for all k ∈ � , α ∈ �n−1

and all j ∈ � . SetSµcl

(
�×

�
+ ×

�n)
tr =

{
a = ã |

�×�+×�n : ã(x, ξ) ∈ Sµcl(�×
�

×
�n)tr

}
.

Symbols inSµcl(� ×
�

×
�n)tr or in Sµcl

(
� ×

�
+ ×

�n)
tr are said to have the transmission

property with respect tot = 0.

Pseudo-differential operators with symbolsa ∈ Sµcl

(
�×

�
+ ×

�n)
tr are defined by the rule

Op+(a)u(x) = r+Op(ã)e+u(x) ,(4)

whereã ∈ Sµcl(�×
�

×
�n )tr is any extension ofa to�×

�
and e+ is the operator of extension

by zero from�×
�

+ to�×
�

, while r+ is the operator of restriction from�×
�

to�×
�

+ .
As is well-known, Op+(a) for Sµcl

(
�×

�
+ ×

�n)
tr induces a continuous operator

Op+(a) : C∞
0
(
�×

�
+
)

−→ C∞
(
�×

�
+
)

(5)

(that is independent of the choice of the extensionã) and extends to a continuous operator

Op+(a) : [ϕ]Hs (�×
�

+) −→ Hs−µ (�×
�

+)(6)

for arbitraryϕ ∈ C∞
0

(
�×

�
+
)

ands ∈
�

, s> −1
2 . Here, for simplicity, we assume� ⊂

�n−1

to be a domain with smooth boundary; thenHs(�×
�

+) = Hs(
�n)|�×�+

. Moreover, ifE is
a Fréchet space that is a (left) module over an algebraA, [ϕ]E for ϕ ∈ A denotes the closure of
{ϕe : e ∈ E} in E.
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2.3. Calculus on a closed manifold with exits to infinity

A further important ingredient in our theory is the calculusof pseudo-differential operators on
a non-compact smooth manifold with conical exits to infinity. The simplest example is the Eu-
clidean space

�n . It can be viewed as a local model for the general case.

The global pseudo-differential calculus in
�n with weighted symbols and weighted Sobolev

spaces has been introduced by Parenti [13] and further developed by Cordes [4]. The case
of manifolds with exits to infinity has been investigated by Schrohe [17]. The substructure
with classical (in covariables and variables) symbols is elaborated in Hirschmann [8], see also
Schulze [27], Section 1.2.3. In Section 2.4 below we shall develop the corresponding operator
valued calculus with classical symbols.

Let Sµ;δ(
�n ×

�n) =: Sµ;δ for µ, δ ∈
�

denote the set of alla ∈ C∞
(�n

x ×
�n
ξ

)
that

satisfy the symbol estimates
∣∣∣Dαx Dβξ a(x, ξ)

∣∣∣ ≤ c〈ξ〉µ−|β|〈x〉δ−|α|(7)

for all α,β ∈ �n , (x, ξ) ∈
�2n , with constantsc = c(α, β) > 0.

This space is Fréchet in a canonical way. Like for standard symbol spaces we have natural
embeddings of spaces for differentµ, δ. Moreover, asymptotic sums can be carried out in these
spaces when the orders in one group of variablesx andξ , or in both variables tend to−∞. Basic
notions and results in this context may be found in [30], Section 2.4. Recall that

⋂

µ,δ∈�
Sµ;δ

(�n ×
�n) = �

(�n ×
�n) =: S−∞;−∞

(�n ×
�n) .

We are interested in symbols that are classical both inξ and inx. To this end we introduce some
further notation. Set

S(µ)ξ =
{
a(x, ξ) ∈ C∞

(�n ×
(�n \ 0

))
: a(x, λξ) = λµa(x, ξ)

for all λ > 0, (x, ξ) ∈
�n ×

(�n \ 0
) }

and define analogously the spaceS(δ)x by interchanging the role ofx andξ . Moreover, we set

S(µ;δ)
ξ ;x =

{
a(x, ξ) ∈ C∞

((�n \ 0
)
×
(�n \ 0

))
: a(λx, τξ) = λδτµa(x, ξ)

for all λ > 0, τ > 0, (x, ξ) ∈
(�n \ 0

)
×
(�n \ 0

) }
.

It is also useful to haveS(µ);δ
ξ ;clx

defined to be the subspace of alla(x, ξ) ∈ S(µ)ξ such that

a(x, ξ)||ξ |=1 ∈ C∞
(
Sn−1, Sδclx

(
�n)

)
whereSn−1 = {ξ ∈

�n : |ξ | = 1} (clearly, clx means

that symbols are classical inx with x being treated as a covariable), andSµ;(δ)
clξ ;x is defined in an

analogous manner, by interchanging the role ofx andξ .

Let S[µ]
ξ defined to be the subspace of alla(x, ξ) ∈ C∞(

�n ×
�n) such that there is a

c = c(a) with
a(x, λξ) = λµa(x, ξ) for all λ ≥ 1 , x ∈

�n , |ξ | ≥ c .

In an analogous manner we defineS[δ]
x by interchanging the role ofx andξ . Clearly, for every

a(x, ξ) ∈ S[µ]
ξ there is a unique elementσµψ (a) ∈ S(µ)ξ with a(x, ξ) = σ

µ
ψ (a)(x, ξ) for all

(x, ξ) ∈
�n ×

�n with |ξ | ≥ c for a constantc = c(a) > 0. Analogously, for everyb(x, ξ) ∈
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S[δ]
x there is a uniqueσ δe (b) ∈ S(δ)x with b(x, ξ) = σ δe (b)(x, ξ) for all (x, ξ) ∈

�n ×
�n with

|x| ≥ c for somec = c(b) > 0.

SetSµ;[δ] = Sµ;δ ∩ S[δ]
x , S[µ];δ = Sµ;δ ∩ S[µ]

ξ . Let Sµ;[δ]
clξ

be the subspace of alla(x, ξ) ∈

Sµ;[δ] such that there are elementsak(x, ξ) ∈ S[µ−k]
ξ ∩ S[δ]

x , k ∈ � , with

a(x, ξ)−

N∑

k=0

ak(x, ξ) ∈ Sµ−(N+1);δ

for all N ∈ � . Clearly, the remainders automatically belong toSµ−(N+1);[δ] . Moreover, define

Sµ;δ
clξ

to be the subspace of alla(x, ξ) ∈ Sµ;δ such that there are elementsak(x, ξ) ∈ S[µ−k];δ ,

k ∈ � , with

a(x, ξ)−

N∑

k=0

ak(x, ξ) ∈ Sµ−(N+1);δ

for all N ∈ � . By interchanging the role ofx andξ we obtain analogously the spacesS[µ];δ
clx

and

Sµ;δ
clx

.

DEFINITION 1. The space Sµ;δ
clξ;x

(
�n ×

�n) of classical (inξ and x) symbols of order(µ; δ)

is defined to be the set of all a(x, ξ) ∈ Sµ;δ(
�n ×

�n) such that there are sequences

ak(x, ξ) ∈ S[µ−k];δ
clx

, k ∈ � and bl (x, ξ) ∈ Sµ;[δ−l ]
clξ

, l ∈ � ,

such that

a(x, ξ)−

N∑

k=0

ak(x, ξ) ∈ Sµ−(N+1);δ
clx

and a(x, ξ)−

N∑

l=0

bl (x, ξ) ∈ Sµ;δ−(N+1)
clξ

for all N ∈ � .

REMARK 1. It can easily be proved thatS[µ];δ
clx

⊂ Sµ;δ
clξ;x

, Sµ;[δ]
clξ

⊂ Sµ;δ
clξ;x

, whereSµ;δ
clξ;x

=

Sµ;δ
clξ;x

(
�n ×

�n).

The definition ofSµ;δ
clξ;x

gives rise to well-defined maps

σ
µ−k
ψ : Sµ;δ

clξ;x
−→ S(µ−k);δ

ξ ;clx
, k ∈ � and σ δ−l

e : Sµ;δ
clξ;x

−→ Sµ;(δ−l)
clξ ;x , l ∈ � ,

namelyσµ−k
ψ (a) = σ

µ−k
ψ (ak), σ

δ−l
e (a) = σ δ−l

e (bl ), with the notation of Definition 1. From

the definition we also see thatσµ−k
ψ (a) is classical inx of orderδ andσ δ−l

e (a) is classical inξ

of orderµ. So we can form the corresponding homogeneous componentsσ δ−l
e

(
σ
µ−k
ψ (a)

)
and

σ
µ−k
ψ

(
σ δ−l

e (a)
)

in x andξ , respectively. Then we haveσ δ−l
e

(
σ
µ−k
ψ (a)

)
= σ

µ−k
ψ

(
σ δ−l

e (a)
)

=:

σ
µ−k;δ−l
ψ,e (a) for all k, l ∈ � .
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Fora(x, ξ) ∈ Sµ;δ
clξ;x

(
�n ×

�n) we set

σψ (a) := σ
µ
ψ (a) , σe(a) := σ δe (a) , σψ,e(a) := σ

µ;δ
ψ,e(a)

and define
σ(a) =

(
σψ (a), σe(a), σψ,e(a)

)
.

REMARK 2. a(x, ξ) ∈ Sµ;δ
clξ;x

(
�n ×

�n) andσ(a) = 0 impliesa(x, ξ) ∈ Sµ−1;δ−1
clξ;x

(
�n ×

�n). Moreover, fromσ(a) we can recovera(x, ξ) mod Sµ−1;δ−1
clξ;x

(
�n ×

�n) by setting

a(x, ξ) = χ(ξ)σψ (a)(x, ξ)+ χ(x)
{
σe(a)(x, ξ)− χ(ξ)σψ,e(a)(x, ξ)

}
,

whereχ is any excision function in
�n . More generally, letpψ (x, ξ) ∈ S(µ);δ

ξ ;clx
, pe(x, ξ) ∈

Sµ;(δ)
clξ ;x and pψ,e(x, ξ) ∈ S(µ;δ)

ξ ;x be arbitrary elements withσe(pψ ) = σψ (pe) = pψ,e. Then

a(x, ξ) = χ(ξ)pψ (x, ξ)+ χ(x)
{

pe(x, ξ)− χ(ξ)pψ,e(x, ξ)
}

∈ Sµ;δ
clξ;x

(
�n ×

�n), and we have

σψ (a) = pψ , σe(a) = pe, σψ,e(a) = pψ,e.

EXAMPLE 1. Let us consider a symbol of the form

a(x, ξ) = ω(x)b(x, ξ)+ (1 − ω(x))x−m
∑

|α|≤m

xαaα(ξ)

with a cut-off functionω in
�n (i.e.,ω ∈ C∞

0 (
�n), ω = 1 in a neighbourhood of the origin

)
and

symbolsb(x, ξ) ∈ Sµcl(
�n ×

�n), aα(ξ) ∈ Sµcl(
�n), |α| ≤ m (in the notation of Section 2.1).

Then we havea(x, ξ) ∈ Sµ;0
clξ;x

(
�n ×

�n), where

σψ (a)(x, ξ) = ω(x)σψ (b)(x, ξ)+ (1 − ω(x))x−m
∑

|α|≤m

xασψ (a)α(ξ) ,

σe(a)(x, ξ) =
∑

|α|=m

aα(ξ) ,

σψ,e(x, ξ) =
∑

|α|=m

σψ (aα)(ξ) .

Let us now pass to spaces of global pseudo-differential operators in
�n. We formulate some

relations both for the classical and non-classical case andindicate it by subscript(clξ ;x) at the
spaces of symbols and(cl) at the spaces of operators. Set

Lµ;δ
(cl)

(�n) =
{
Op(a) : a(x, ξ) ∈ Sµ;δ

(clξ;x)

(�n ×
�n)} ,

cf. (2.1). As it is well-known Op induces isomorphisms

Op : Sµ;δ
(clξ;x)

(�n ×
�n) −→ Lµ;δ

(cl)

(�n)(8)

for all µ, δ ∈
�

. Recall thatL−∞;−∞(
�n) =

⋂
µ,δ∈� Lµ;δ(

�n) equals the space of all integral
operators with kernels in� (�n ×

�n). Let us form the weighted Sobolev spaces

Hs;% (�n) = 〈x〉−%Hs (�n)
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for s, % ∈
�

. Then everyA ∈ Lµ;δ
(cl)(

�n) induces continuous operators

A : Hs;% (�n) −→ Hs−µ;%−δ
(�n)(9)

for all s, % ∈
�

. Moreover,A restricts to a continuous operator

A : �
(�n) −→ �

(�n) .(10)

For A ∈ Lµ;δ
cl (

�n) we set

σψ (A) = σψ (a) , σe(A) = σe(a) , σψ,e(A) = σψ,e(a) ,

wherea = Op−1(A), according to relation (8).

REMARK 3. The pseudo-differential operator calculus globally in
�n with weighted sym-

bols and weighted Sobolev spaces can be generalized to the case of
�n ×

� ñ 3 (x, x̃)with differ-

ent weights for large|x| or |x̃|. Instead of (7) the symbol estimates are
∣∣∣Dαx Dα̃x̃ Dβξ a(x, x̃, ξ)

∣∣∣ ≤

c〈ξ〉µ−|β|〈x〉δ−|α|〈x̃〉δ̃−|α̃| for all α, α̃, β and(x, x̃) ∈
�n+ñ , ξ ∈

�n+ñ , with constantsc =

(α, α̃, β). Such a theory is elaborated in Gerisch [6].

We now formulate the basic elements of the pseudo-differential calculus on a smooth man-
ifold M with conical exits to infinity, as it is necessary for boundary value problems below. For
simplicity we restrict ourselves to the case of charts that are conical “near infinity”. This is a
special case of a more general framework of Schrohe [17]. Ourmanifolds M are defined as
unions

M = K ∪

k⋃

j =1

[1 − ε,∞)× X j

for some 0< ε < 1, whereX j , j = 1, . . . , k, are closed compactC∞ manifolds, K is a
compact smooth manifold with smooth boundary∂K that is diffeomorphic to the disjoint union⋃k

j =1 X j , identified with{1 − ε} ×
⋃k

j =1 X j by a gluing map. On the conical exits to infinity

[1 − ε,∞) × X j we fix Riemannian metrics of the form dr 2 + r 2g j , r ∈ [1 − ε,∞), with
Riemannian metricsg j on X j , j = 1, . . . , k. Moreover, we choose a Riemannian metric on
M that restricts to these metrics on the conical exits. SinceX j may have different connected
components we may (and will) assumek = 1 and setX = X1.

Let Vect(M) denote the set of all smooth complex vector bundles onM that we represent
over [1,∞)× X as pull-backs of bundles onX with respect to the canonical projection [1,∞)×

X → X. Hermitian metrics in the bundles are assumed to be homogeneous of order 0 with
respect to homotheties along [1,∞). On M we fix an open covering by neighbourhoods

{
U1, . . . ,UL ,UL+1, . . . ,UN

}
(11)

with (U1 ∪ . . .UL) ∩ ([1,∞)× X) = ∅ andU j ∼= (1− ε,∞)× U1
j , where

{
U1

j

}
j =L+1,...N is

an open covering ofX. Concerning chartsχ j : U j → Vj to open setsVj , j = L + 1, . . . , N,

we choose them of the formVj =
{
x ∈

�n : |x| > 1 − ε, x
|x|

∈ V1
j

}
for certain open sets

V1
j ⊂ Sn−1 (the unit sphere in

�n). Transition diffeomorphisms are assumed to be homogeneous
of order 1 inr = |x| for r ≥ 1.

Let us now define weighted Sobolev spacesHs;%(M, E) of distributional sections inE ∈

Vect(M) of smoothnesss ∈
�

and weight% ∈
�

(at infinity). To this end, letϕ j ∈ C∞(U j ),
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j = L + 1, . . . , N, be a system of functions that are pull-backsχ∗
j ϕ̃ j under the chosen charts

χ j : U j → Vj , whereϕ̃ j ∈ C∞(
�n), ϕ̃ j = 0 for |x| < 1 − ε

2, ϕ̃ j = 0 in a neighbourhood

of
{
x : |x| > 1 − ε, x

|x| ∈ ∂U1
j

}
, andϕ̃ j (λx) = ϕ̃ j (x) for all |x| ≥ 1, λ ≥ 1. In addition we

prescribe the values of̃ϕ j =
(
χ∗

j

)−1
ϕ j onU1

j in such a way that
∑N

j =L+1ϕ j ≡ 1 for all points
in M that correspond to|x| ≥ 1 in local coordinates. Given anE ∈ Vect(M) of fibre dimension
k we choose revitalizations that are compatible withχ j : U j → Vj , j = L + 1, . . . , N,

τ j : E|U j → Vj × � k , and homogeneous of order 0 with respect to homotheties inr ∈ [1,∞).

Then we can easily defineHs;%(M, E) as a subspace ofHs
loc(M, E) in an invariant way by

requiring(τ j )∗(ϕ j u) ∈ Hs;%(
�n, � k ) = Hs;%(

�n) ⊗ � k for every L + 1 ≤ j ≤ N, where
(τ j )∗ denotes the push-forward of sections underτ j . Setting

� (M, E) = proj lim
{

H l ;l (M, E) : l ∈ �
}

(12)

we get a definition of the Schwartz space of sections inE. By means of the chosen Riemannian
metric onM and the Hermitian metric inE we getL2(M, E) ∼= H0;0(M, E)with a correspond-
ing scalar product.

Moreover, observe that the operator spacesLµ;δ
(cl)(

�n) have evident (m × k)-matrix valued

variantsLµ;δ
(cl)(

�n; � k , � m) = Lµ;δ
(cl)(

�n)⊗� m⊗� k . They can be localized to open setsV ⊂
�n

that are conical in the large (i.e.,x ∈ V , |x| ≥ R implies λx ∈ V for all λ ≥ 1, for some
R = R(V) > 0). Then, given bundlesE and F ∈ Vect(M) of fibre dimensionsk and m,
respectively, we can invariantly define the spaces of pseudo-differential operators

Lµ;δ
(cl)(M; E, F)

on M as subspaces of all standard pseudo-differential operators A of orderµ ∈
�

, acting between
distributional sections inE andF , such that

(i) the push-forwards ofϕ j Aϕ̃ j with respect to the revitalizations ofE|U j , F|U j belong to

Lµ;δ
(cl)(

�n; � k , � m) for all j = L + 1, . . . , N and arbitrary functionsϕ j , ϕ̃ j of the above
kind (recall that “cl” means classical inξ andx),

(ii) ψAψ̃ ∈ L−∞;−∞(M; E, F) for arbitraryψ, ψ̃ ∈ C∞(M) with suppψ ∩ suppψ̃ = ∅

andψ, ψ̃ homogeneous of order zero for larger (on the conical exits ofM).

Here, L−∞;−∞(M; E, F) is the space of all integral operators onM with kernels in
� (M, F)⊗̂π � (M, E∗) (integration onM refers to the measure associated with the chosen Rie-
mannian metric;E∗ is the dual bundle toE).

Note that the operatorsA ∈ Lµ;δ(M; E, F) induce continuous maps

A : Hs;%(M, E) −→ Hs−µ;%−δ(M, F)

for all s, % ∈
�

, andA restricts to a continuous map� (M, E) → � (M, F).

To define the symbol structure we restrict ourselves to classical operators. First, toA ∈

Lµ;δ
cl (M; E, F) we have the homogeneous principal symbol of orderµ

σψ (A) : π∗
ψE −→ π∗

ψ F , πψ : T∗M \ 0 −→ M .(13)
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The exit symbol components of orderδ and(µ, δ) are defined nearr = ∞ on the conical exit
(R,∞)× X for any R ≥ 1 − ε. Given revitalizations

τ j : E|U j −→ Vj × � k , ϑ j : F|U j −→ Vj × � l ,(14)

of E, F onU j we have the symbols

σe(A j )(x, ξ) for (x, ξ) ∈ Vj ×
�n , σψ,e(A j )(x, ξ) for (x, ξ) ∈ Vj ×

(�n \ 0
)
,

whereA j is the push-forward ofA|U j with respect to (14). They behave invariant with respect
to the transition maps and define globally bundle homomorphisms

σe(A) : π∗
e E −→ π∗

e F , πe : T∗M|X∧
∞

−→ X∧
∞ ,(15)

σψ,e(A) : π∗
ψ,eE −→ π∗

ψ,eF , πψ,e : (T∗M \ 0)|X∧
∞

−→ X∧
∞ .(16)

In this notationX∞ means the base of [R,∞)× X “at infinity” with an obvious geometric
meaning (for instance, forM =

�n we haveX∞
∼= Sn−1, interpreted as the manifold that

completes
�n to a compact space at infinity), andX∧

∞ =
�

+ × X∞.

An operatorA ∈ Lµ,δcl (M; E, F) is called elliptic if (13), (15) and (16) are isomorphisms.

An operatorP ∈ L−µ;−δ
cl (M; F; E) is called a parametrix ofA if P A− I ∈ L−∞;−∞(M;

E, E), AP − I ∈ L−∞;−∞(M; F, F).

THEOREM 1. Let A∈ Lµ;δ
cl (M; E, F) be elliptic. Then the operator

A : Hs;%(M, E) −→ Hs−µ;%−δ(M, F)

is Fredholm for every s, % ∈
�

, and there is a parametrix P∈ L−µ;−δ
cl (M; F, E).

2.4. Calculus with operator-valued symbols

As noted in the beginning the theory of boundary value problems can be formulated in a con-
venient way in terms of pseudo-differential operators withoperator-valued symbols. Given a
Hilbert spaceE with a strongly continuous group{κλ}λ∈�+

of isomorphisms, acting onE,
we define the Sobolev space� s(

�q ,E) of E-valued distributions of smoothnesss ∈
�

to

be the completion of� (�q,E) with respect to the norm
{ ∫

〈η〉2s
∥∥κ−1(η)û(η)

∥∥2
Edη

} 1
2 . Here,

κ(η) := κ〈η〉, and û(η) = (Fy→ηu)(η) is the Fourier transform in
�q . Given an open set

� ⊆
�q there is an evident notion of spaces� s

comp(�,E) and� s
loc(�,E). Moreover, ifE and

Ẽ are Hilbert spaces with strongly continuous groups of isomorphisms{κλ}λ∈�+
and{κ̃λ}λ∈�+

,

respectively, we define the symbol spaceSµ
(
U ×

�q; E, Ẽ
)
,µ ∈

�
, U ⊆

� p open, to be the set
of all a(y, η) ∈ C∞

(
U ×

�q , �
(
E, Ẽ

)) (
with �

(
E, Ẽ

)
being equipped with the norm topology

)

such that ∥∥∥κ̃−1(η)
{

Dαy Dβη a(y, η)
}
κ(η)

∥∥∥�(
E,Ẽ

) ≤ c〈η〉µ−|β|

for all α ∈ � p , β ∈ �q and all y ∈ K for arbitrary K � U , η ∈
�q , with constantsc =

c(α, β, K ) > 0.

Let S(µ)
(
U × (

�q \ 0); E, Ẽ
)

denote the set of allf (y, η) ∈ C∞
(
U × (

�q \ 0), �
(
E, Ẽ

))

such thatf (y, λη) = λµκ̃λ f (y, η)κ−1
λ for all λ ∈

�
+ , (y, η) ∈ U × (

�q \ 0). Furthermore,
let Sµcl

(
U ×

�q; E, Ẽ
)

(the space of classical operator-valued symbols of orderµ) defined to
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be the set of alla(y, η) ∈ C∞
(
U ×

�q , �
(
E, Ẽ

))
such that there are elementsa(µ− j )(y, η) ∈

S(µ− j )(U × (
�q \ 0); E, Ẽ

)
, j ∈ � , with

a(y, η)−

N∑

j =0

χ(η)a(µ− j )(y, η) ∈ Sµ−(N+1) (U ×
�q)

for all N ∈ � (with χ being any excision function inη). Setσ∂ (a)(y, η) := a(µ)(y, η) for the
homogeneous principal symbol ofa(y, η) of orderµ.

In the caseU = � × �, � ⊆
�q open, the variables inU will also be denoted by(y, y′).

Similarly to (2) we set

Lµ
(cl)

(
�; E, Ẽ

)
=
{
Op(a) : a(y, y′, η) ∈ Sµ

(cl)

(
�×�×

�q; E, Ẽ
)}
,(17)

where Op refers to the action in they-variables on�, while the values of amplitude functions are
operators in�

(
E, Ẽ

)
. For A ∈ Lµcl

(
�; E, Ẽ

)
we setσ∂ (A)(y, η) = a(µ)(y, y′, η)|y′=y, called

the homogeneous principal symbol ofA of orderµ. EveryA ∈ Lµ
(
�; E, Ẽ

)
induces continuous

operators

A : � s
comp(�,E) −→ � s−µ

loc

(
�, Ẽ

)

for eachs ∈
�

. More details of this kind on the pseudo-differential calculus with operator-valued
symbols may be found in [26], [30]. In particular, all elements of the theory have a reasonable
generalization to Fréchet spacesE andẼ, written as projective limits of corresponding scales of
Hilbert spaces, where the strong continuous actions are defined by extensions or restrictions to
the Hilbert spaces of the respective scales [30], Section 1.3.1. This will tacitly be used below.
Let us now pass to an analogue of the global pseudo-differential calculus of Section 2.3 with
operator-valued symbols. LetSµ;δ

(�q×
�q; E, Ẽ

)
forµ, δ ∈

�
denote the space of alla(y, η) ∈

C∞
(�q ×

�q , �
(
E, Ẽ

))
that satisfy the symbol estimates

∥∥∥κ̃−1(η)
{

Dαy Dβη a(y, η)
}
κ(η)

∥∥∥�(
E,Ẽ

) ≤ c〈η〉µ−|β|〈y〉δ−|α|

for all α, β ∈ �q , (y, η) ∈
�2q , with constantsc = c(α, β) > 0. This space is Fréchet, and

again, like for standard symbols, we have generalizations of the structures from the local spaces
to the global ones. Further details are given in [30], [5], see also [31].

We now define operator-valued symbols that are classical both in η andy, where the group
actions onE, Ẽ are taken as the identities for allλ ∈

�
+ when y is treated as a covariable.

Similarly to the scalar case we set

S(µ)η =
{
a(y, η) ∈ C∞

(�q ×
(�q \ 0

)
, �
(
E, Ẽ

))
: a(y, λη) = λµκ̃λa(y, η)κ−1

λ

for all λ > 0, (y, η) ∈
�q ×

(�q \ 0
) }
,

S(δ)y =
{
a(y, η) ∈ C∞

((�q \ 0
)
×
�q , �

(
E, Ẽ

))
: a(λy, η) = λδa(y, η)

for all λ > 0, (y, η) ∈
(�q \ 0

)
×
�q} ,

and

S(µ;δ)
η;y =

{
a(y, η) ∈ C∞

((�q \ 0
)
×
(�q \ 0

)
, �
(
E, Ẽ

))
: a(λy, τη) = λδτµκ̃τa(y, η)κ−1

τ

for all λ > 0, τ > 0, (y, η) ∈
(�q \ 0

)
×
(�q \ 0

) }
.
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Moreover, letS(µ);δ
η;cly

defined to be the subspace of alla(y, η) ∈ S(µ)η such thata(y, η)||η|=1 ∈

C∞
(
Sq−1, Sδcly

(�q; E, Ẽ
)) (

where inSδcly

(�q; E, Ẽ
)

the spacesE andẼ are endowed with the

identities for allλ ∈
�

+ as the corresponding group actions
)
, and Sµ;(δ)

clη;y the subspace of all

a(y, η) ∈ S(δ)y such thata(y, η)||y|=1 ∈ C∞
(
Sq−1, Sµclη

(�q ; E, Ẽ
))

.

Let S[µ]
η defined to be the set of alla(y, η) ∈ C∞

(�q ×
�q , �

(
E, Ẽ

))
such that there is a

c = c(a) with

a(y, λη) = λµκ̃λa(y, η)κ−1
λ for all λ ≥ 1 , y ∈

�q , |η| ≥ c .

Similarly, the spaceS[δ]
y is defined to be the set of alla(y, η) ∈ C∞

(�q ×
�q , �

(
E, Ẽ

))
such

that there is ac = c(a) with

a(λy, η) = λδa(y, η) for all λ ≥ 1 , |y| ≥ c , η ∈
�q .

Clearly, for everya(y, η) ∈ S[µ]
η there is a unique elementσµ

∂
(a) ∈ S(µ)η with a(y, η) =

σ
µ
∂ (a)(y, η) for all (y, η) ∈

�q ×
�q with |η| ≥ c for a constantc = c(a) > 0. Analogously,

for every b(y, η) ∈ S[δ]
y there is a uniqueσ δe′ (b) ∈ S(δ)y with b(y, η) = σ δe′ (b)(y, η) for all

(y, η) ∈
�q ×

�q with |y| ≥ c for somec = c(b) > 0. SetSµ;[δ] = Sµ;δ ∩ S[δ]
y , S[µ];δ =

Sµ;δ ∩ S[µ]
η . Moreover, letSµ;[δ]

clη
denote the subspace of alla(y, η) ∈ Sµ;[δ] such that there are

elementsak(y, η) ∈ S[µ−k]
η ∩ S[δ]

y , k ∈ � , with a(y, η)−
∑N

k=0 ak(y, η) ∈ Sµ−(N+1);δ for all

N ∈ � . Similarly, we defineS[µ];δ
cly

to be the subspace of alla(y, η) ∈ S[µ];δ such that there are

elementsbl (y, η) ∈ S[µ]
η ∩ S[δ−l ]

y , l ∈ � , with a(y, η) −
∑N

l=0 al (y, η) ∈ Sµ;δ−(N+1) for all
N ∈ � .

Let Sµ;δ
clη

defined to be the set of alla(y, η) ∈ Sµ;δ such that there are elementsak(y, η) ∈

S[µ−k];δ , k ∈ � , satisfying the relationa(y, η)−
∑N

k=0 ak(y, η) ∈ Sµ−(N+1);δ for all N ∈ � .

Analogously, defineSµ;δ
cly

to be the set of alla(y, η) ∈ Sµ;δ such that there are elements

al (y, η) ∈ Sµ;[δ−l ] , l ∈ � , satisfying the relationa(y, η) −
∑N

l=0 al (y, η) ∈ Sµ;δ−(N+1) for
all N ∈ � .

Note thatS[µ]
η ∩ S[δ]

y ⊂ S[µ];δ ∩ Sµ;[δ] .

DEFINITION 2. The space Sµ;δ
clη;y

(�q ×
�q; E, Ẽ

)
of classical (in y andη) symbols of order

(µ; δ) is defined to be the set of all a(y, η) ∈ Sµ;δ
(�q ×

�q; E, Ẽ
)

such that there are sequences

ak(y, η) ∈ S[µ−k];δ
cly

, k ∈ � , and bl (y, η) ∈ Sµ;[δ−l ]
clη

, l ∈ � , with

a(y, η)−

N∑

k=0

ak(y, η) ∈ Sµ−(N+1);δ
cly

and a(y, η)−

N∑

l=0

bl (y, η) ∈ Sµ;δ−(N+1)
clη

for all N ∈ � .

REMARK 4. We haveS[µ];δ
cly

⊂ Sµ;δ
clη;y

, Sµ;[δ]
clη

⊂ Sµ;δ
clη;y

, where Sµ;δ
clη;y

= Sµ;δ
clη;y

(�q ×
�q; E, Ẽ

)
.



Boundary value problems 313

Givena ∈ Sµ;δ
clη;y

we setσµ−k
∂ (a) = σ

µ−k
∂ (ak), σ

δ−l
e′ (a) = σ δ−l

e′ (bl ), with the notation of

Definition 2. This gives us well-defined maps

σ
µ−k
∂

: Sµ;δ
clη;y

−→ S(µ−k);δ
η;cly

, k ∈ � , σ δ−l
e′ : Sµ;δ

clη;y
−→ Sµ;(δ−l)

clη;y , l ∈ � .

The corresponding homogeneous componentsσ δ−l
e′

(
σ
µ−k
∂

(a)
)

andσµ−k
∂

(
σ δ−l

e′ (a)
)

in y andη,
respectively, are compatible in the sense

σ δ−l
e′

(
σ
µ−k
∂

(a)
)

= σ
µ−k
∂

(
σ δ−l

e′ (a)
)

=: σµ−k;δ−l
∂,e′ (a)

for all k, l ∈ � . Fora(y, η) ∈ Sµ;δ
clη;y

(�q ×
�q; E, Ẽ

)
we set

σ∂ (a) = σ
µ
∂ (a) , σe′ (a) = σ δe′ (a) , σ∂,e′(a) = σ

µ;δ
∂,e′ (a)

and define

σ(a) =
(
σ∂ (a), σe′(a), σ∂,e′(a)

)
.(18)

REMARK 5. a(y, η) ∈ Sµ; δ
clη; y

(�q ×
�q; E, Ẽ

)
and σ(a) = 0 implies a(y, η) ∈

Sµ−1;δ−1
clη;y

(�q ×
�q; E, Ẽ

)
. Moreover, ifχ is any excision function in

�q , we haveχ(η)σ∂ (a)

(y, η) + χ(y){σe′ (a)(y, η) − χ(η)σ∂,e′ (a)(y, η)} = a(y, η) mod Sµ−1;δ−1
clη;y

(�q ×
�q; E, Ẽ

)
.

More generally, letp∂ (y, η) ∈ S(µ);δ
η;cly

, pe′(y, η) ∈ Sµ;(δ)
clη;y and p∂,e′ (y, η) ∈ S(µ;δ)

η;y be arbitrary

elements withσe′ (p∂ ) = σ∂ (pe′) = p∂,e′ . Thena(y, η) = χ(η)p∂ (y, η) + χ(y){pe′(y, η) −

χ(η)p∂,e′ (y, η)} ∈ Sµ;δ
clη;y

(�q ×
�q; E, Ẽ

)
, and we haveσ∂ (a) = p∂ , σe′(a) = pe′ , σ∂,e′(a) =

p∂,e′ .

REMARK 6. An elementa(y, η) ∈ Sµ;δ
clη;y

(�q ×
�q; E, Ẽ

)
is uniquely determined by the

sequence
{
σ
µ− j
∂ (a)(y, η), σ δ− j

e′ (a)(y, η)
}

j ∈�
,(19)

mod S−∞;−∞
(�q ×

�q; E, Ẽ
)
.

In fact, by the construction of Remark 5 we can form

a0(y, η) = χ(η)σ
µ
∂
(a)(y, η)+ χ(y)

{
σ δe′ (a)(y, η)− χ(η)σ

µ;δ
∂,e′ (a)(y, η)

}

for any fixed excision functionχ , whereb1(y, η) = a(y, η) − a0(y, η) ∈ Sµ−1;δ−1
clη;y

(�q ×
�q; E, Ẽ

)
. Thenσ ν−1

∂ (b1)(y, η), σ
δ−1
e′ (b1)(y, η) is completely determined by (19), and we can

form

a1(y, η) = χ(η)σ
µ−1
∂ (b1)(y, η)+ χ(y)

{
σ δ−1

e′ (b1)(y, η)− χ(η)σ
µ−1;δ−1
∂,e′ (b1)(y, η)

}
.

Thenb2 := b1 − a1 ∈ Sµ−2;δ−2
clη;y

(�q ×
�q; E, Ẽ

)
or b2 = a − a0 − a1 ∈ Sµ−2;δ−2

clη;y

(�q ×
�q; E, Ẽ

)
. Continuing this procedure successively we get a sequence of symbolsak(y, η) ∈
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Sµ−k;δ−k
clη;y

(�q ×
�q; E, Ẽ

)
, k ∈ � , with a(y, η) −

∑N
k=0 ak(y, η) ∈ Sµ−(N+1);δ−(N+1)

clη;y(�q ×
�q; E, Ẽ

)
for all N. Thus we can recovera(y, η) as an asymptotic suma(y, η) ∼∑∞

k=0 ak(y, η).

According to the generalities about symbols with exit behaviour, cf. [5], Proposition 1.5,

we can producea(y, η) as a convergent suma(y, η) =
∑∞

k=0 χ
(

y,η
ck

)
ak(y, η), whereχ is

an excision function in
�q ×

�q andck a sequence of non-negative reals, tending to infinity
sufficiently fast, ask → ∞.

REMARK 7. a(y, η) ∈ Sµ;δ
clη;y

(�q ×
�q; E0, Ẽ

)
, b(y, η) ∈ Sν;κclη;y

(
�q ×

�q; E,E0) implies

(ab)(y, η) ∈ Sµ+ν;δ+κ
clη;y

(�q ×
�q ; E, Ẽ

)
, and we have

σ(ab) = σ(a)σ (b)(20)

with componentwise multiplication.

REMARK 8. Operator-valued symbols of the classesSµ;δ
clη;y

(�q ×
�q; E, Ẽ

)
can also be

multiplied by scalar ones, namelyb(y, η) ∈ Sν;κclη;y
(
�q ×

�q). We then obtain(ab)(y, η) ∈

Sµ+ν;δ+κ
clη;y

(�q ×
�q; E, Ẽ

)
including the symbol relation (20). In particular, we have

Sµ;δ
clη;y

(�q ×
�q; E, Ẽ

)
= 〈η〉µ〈y〉δS0;0

clη;y

(�q ×
�q; E, Ẽ

)
.

Set

Lµ;δ
(cl)

(�q; E, Ẽ
)

=
{
Op(a) : a(y, η) ∈ Sµ

(clη;y)

(�q ×
�q; E, Ẽ

)}
.(21)

Notice that the subscript “cl” on the left hand side means “classical” both inη andy (in contrast
to the corresponding notation in (17)). Similarly to (8) we have isomorphisms

Op : Sµ;δ
(clη;y)

(�q ×
�q; E, Ẽ

)
−→ Lµ;δ

(cl)

(�q; E, Ẽ
)

(22)

for all µ, δ ∈
�

. This is a consequence of the same kind of oscillatory integral arguments as in
the scalar case, cf. [5], Proposition 1.11.

Set
� s;% (�q ,E

)
= 〈y〉−%� s (�q ,E

)
,

endowed with the norm‖u‖� s;%(�q,E) = ‖〈y〉%u‖� s(�q,E). Then everyA ∈ Lµ;δ
(�q; E, Ẽ

)

induces continuous operators

A : � s;% (�q ,E
)

−→ � s−µ;%−δ
(�q , Ẽ

)
(23)

for all s, % ∈
�

, cf. [5], Proposition 1.21. In addition,A is continuous in the sense

A : �
(�q ,E

)
−→ �

(�q , Ẽ
)
,(24)

cf. [5], Proposition 1.8.
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REMARK 9. If we have an operator Op(a) for a(y, η) ∈ Sµ;δ
(clη;y)

(�q ×
�q; E, Ẽ

)
, choose

anyα ∈
�

and form the operator〈y〉αOp(a)〈y〉−α : � (�q,E) → �
(�q , Ẽ

)
. Then, there is a

unique symbolaα(y, η) ∈ Sµ;δ
(clη;y)

(�q ×
�q; E, Ẽ

)
such that

〈y〉αOp(a)〈y〉−α = Op(aα) .(25)

Thus, (25) has an extension by continuity to a continuous operator (23) for alls, % ∈
�

.

This is a direct consequence of〈y〉αOp(a)〈y〉−α ∈ Lµ;δ
(cl)

(�q; E, Ẽ
)

and of the isomor-
phism (22).

3. Boundary value problems in the half-space

3.1. Operators on the half-axis

The operator-valued symbols in the present set-up will taketheir values in a certain algebra of
operators on the half-axis. The essential features of this algebra may be described in terms of
block-matrices

a =

(
op+(a) 0

0 0

)
+ g :

Hs (
�

+)

⊕

� N−

−→

Hs−µ(
�

+)

⊕

� N+

(26)

forµ ∈ � andN−, N+ ∈ � (s ∈
�

will be specified below). The operator op+(a) = r+op(a)e+

is defined for symbolsa(τ) ∈ Sµcl(
�
)tr , i.e., symbols of orderµ with the transmission property,

where r+ and e+ are restriction and extension operators as in (4), while op( . ) denotes the
pseudo-differential action on

�
, i.e.,

op(a)u(t) =

∫∫
ei (t−t ′)τa(τ)u(t ′) dt ′d̄τ .

(Here, for the moment, we consider symbols with constant coefficients). Moreover,g is a Green
operator of typed ∈ � on the half-axis, defined as a sum

g = g0 +

d∑

j =1

g j

(
∂

j
t 0
0 0

)
(27)

for continuous operators

g j :
L2(

�
+)

⊕

� N−

−→

�
(�

+
)

⊕

� N+

with g∗
j :

L2(
�

+)

⊕

� N+

−→

�
(�

+
)

⊕

� N−

(
here,∗ denotes the adjoint with respect to the corresponding scalar products inL2(

�
+)⊕� N±

)
,

and we set�
(�

+
)

= � (�)|�+
. Let 0d(�

+; N−, N+
)

denote the space of all such operators

(27), and letDµ,d
(�

+; N−, N+

)
denote the space of all operators (26),s> d − 1

2, for arbitrary

a ∈ Sµcl(
�
)tr andg ∈ 0d(�

+; N−, N+
) (

for N− = N+ = 0 we write0d(�
+
)

andDµ,d
(�

+
)
,

respectively
)
. The following properties are part of the boundary symbol calculus for boundary

value problems, cf. Boutet de Monvel [3], or Rempel and Schulze [16].
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THEOREM 2. a ∈ Dµ,d
(�

+; N0, N+
)

and b ∈ Dν,e
(�

+; N−, N0
)

implies ab ∈

Dµ+ν,h(�
+; N−, N+

)
for h = max(ν + d,e).

THEOREM 3. Let a ∈ Dµ,d
(�

+; N−, N+
)

where a(τ) 6= 0 for all τ ∈
�

, and assume

that a defines an invertible operator (26) for some s0 ∈
�

, s0 > max(µ, d) − 1
2. Then (26) is

invertible for all s∈
�

, s> max(µ, d)− 1
2. In addition

a :
�
(�

+
)

⊕

� N−

−→

�
(�

+
)

⊕

� N+

is invertible, and we havea−1 ∈ D−µ,(d−µ)+
(�

+; N+, N−
)
; hereν+ = max(ν, 0).

3.2. Boundary symbols associated with interior symbols

In this section we introduce a special symbol class on
�n that gives rise to operator-valued

symbols in the sense of Section 2.4.

Let Sµ;δ
clξ;x

(
�n ×

�n)� defined to be the subspace of alla(x, ξ) ∈ Sµclξ;x
(
�n ×

�n) vanishing

on the set

TR :=
{
x = (y, t) ∈

�n : |x| ≥ R, |t | > R|y|
}

(28)

for some constantR = R(a). In an analogous manner we define the more general space

Sµ;δ(
�n ×

�n)�. Set Sµ;δ
clξ;x

(
�n ×

�n)tr,� = Sµ;δ
clξ;x

(
�n ×

�n)� ∩ Sµ;δ
cl (

�n ×
�n)tr and

Sµ;δ
clξ;x

(� n
+ ×

�n)
tr,� =

{
a = ã|� n

+×�n : ã(x, ξ) ∈ Sµ;δ
clξ;x

(
�n ×

�n)tr,�

}
,
� n

+ =
�n−1 ×

�
+.

Similarly, we can define the spacesSµ;δ
(clξ )

(
�n ×

�n)�, Sµ;δ
clξ
(
�n ×

�n)tr,�, Sµ;δ
clξ

(� n
+ ×

�n)
tr,�,

where clξ means symbols that are only classical inξ . For a ∈ Sµ;δ
clξ
(
�n ×

�n)� we form

op(a)(y, η)u(t) =
∫∫

ei (t−t ′)τa(y, t, η, τ)u(t ′)dt ′d̄τ and set op+(a)(y, η) = r+op(a)(y, η)e+,
where r+ and e+ are of analogous meaning on

�
as the corresponding operators r+ and e+ in

Section 2.2.

We also form op+(a)(y, η) for symbolsa(y, t, η, τ) ∈ Sµ;δ
clξ

(� n
+ ×

�n)
tr,�; the extension

e+ includes an extension ofa to a corresponding̃a, though op+(a)(y, η) does not depend on the
choice ofã.

PROPOSITION1. a(x, ξ) ∈ Sµ;δ(
�n ×

�n)� implies

op(a)(y, η) ∈ Sµ;δ
(�n−1 ×

�n−1; Hs(
�
), Hs−µ(

�
)
)

for every s∈
�

.

The simple proof is left to the reader.

PROPOSITION2. a(x, ξ) ∈ Sµ;δ
clξ

(� n
+ ×

�n)
tr,� implies

op+(a)(y, η) ∈ Sµ;δ
(�n−1 ×

�n−1; Hs(
�

+), Hs−µ(
�

+)
)
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for every s> −1
2 and

op+(a)(y, η) ∈ Sµ;δ
(�n−1 ×

�n−1; �
(�

+
)
, �
(�

+
))
.

The proof of this result can be given similarly to Theorem 2.2.11 in [20].

Given a symbola(x, ξ) ∈ Sµ;δ
clξ

(� n
+ ×

�n)
tr we call the operator family

op+(a|t=0)(y, η) : Hs(
�

+) −→ Hs−µ(
�

+) ,

s > −1
2

(
or op+(a|t=0)(y, η) : �

(�
+
)

−→ �
(�

+
))

the boundary symbol associated with
a(x, ξ).

REMARK 10. Fora(x, ξ) ∈ Sµ;δ
clξ;x

(� n
+ ×

�n)
tr we have

op+(a|t=0)(y, η) ∈ Sµ;δ
clη;y

(�n−1 ×
�n−1; Hs(

�
+), Hs−µ(

�
+)
)
,

s > −1
2, and op+(a|t=0)(y, η) ∈ Sµ;δ

clη;y

(�n−1 ×
�n−1; �

(�
+
)
, �
(�

+
))

.

Fora(x, ξ) ∈ Sµ;δ
clξ;x

(� n
+ ×

�n) we form

σ(a) =
(
σψ (a), σe(a), σψ,e(a); σ∂ (a), σe′(a), σ∂,e′ (a)

)
,

for σψ (a) = σψ (ã)|� n
+×(�n\0)

, σe(a) = σe(ã)|(�n
+\0

)
×�n , σψ,e(a) = σψ,e(ã)|(�n

+\0
)
×(�n\0)

with anã ∈ Sµ;δ
clξ
(
�n ×

�n)tr wherea = ã|�n
+×�n , and

σ∂ (a)(y, η) := σ∂ (op+(a|t=0))(y, η) , (y, η) ∈
�n−1 ×

(�n−1 \ 0
)
,

σe′ (a)(y, η) := σe′(op+(a|t=0))(y, η) , (y, η) ∈
(�n−1 \ 0

)
×
�n−1 ,

σ∂,e′ (a)(y, η) := σ∂,e′(op+(a|t=0))(y, η) , (y, η) ∈
(�n−1 \ 0

)
×
(�n−1 \ 0

)
,

where the right hand sides are understood in the sense of (18). (Here, e′ is used for the exit
symbol components alongy ∈

�n−1, while e indicates exit symbol components of interior
symbols with respect tox ∈

�n).

It is useful to decompose symbols inSµ;δ
clξ;x

(� n
+ ×

�n) into a�-part and an interior part by

a suitable partition of unity.

DEFINITION 3. A functionχ� ∈ C∞
(� n

+

)
is called a global admissible cut-off function in

� n
+ if

(i ) 0 ≤ χ�(x) ≤ 1 for all x ∈
� n

+,

(i i ) there is an R> 0 such thatχ�(λx) = χ�(x) for all λ ≥ 1, |x| > R,

(i i i )g χ�(x) = 1 for 0 ≤ t < ε for someε > 0, χ�(x) = 0 for |x| ≥ R, t > R̃|y| and
χ�(x) = 0 for |x| ≤ R, t> ε̃ for someε̃ > ε and non-negative reals R and̃R.

A functionχ� ∈ C∞
(� n

+

)
is called a local admissible cut-off function in

� n
+ if it has the

properties(i ), (i i ) and
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(i i i )l χ�(x) = ν(x)(1 − ω(x)) for ω = ω̃|�n
+

for someω̃ ∈ C∞
0 (

�n), 0 ≤ ω̃(x) ≤ 1

for all x ∈
�n and ω̃(x) = 1 in a neighbourhood of x= 0 and ν = ~|� n

+

for some

~ ∈ C∞(
�n \ 0) with ~(λx) = ~(x) for all λ ∈

�
+ , x ∈

�n \ 0, such that for some
y ∈

�n−1 with |y| = 1, and certain0 < ε < ε̃ < 1
2 we have~(x) = 1 for all

x ∈ Sn−1 ∩
� n

+ with |x − y| < ε and~(x) = 0 for all x ∈ Sn−1 ∩
� n

+ with |x − y| > ε̃.

Fora(x, ξ) ∈ Sµ;δ
clξ;x

(� n
+ ×

�n) and any (local or global) admissible cut-off functionχ� we

then get a decomposition

a(x, ξ) = χ�(x)a(x, ξ)+ (1 − χ�(x))a(x, ξ)

wherea�(x, ξ) := χ�(x)a(x, ξ) ∈ Sµ;δ
clξ;x

(� n
+ ×

�n)
�

and(1 − χ�(x))a(x, ξ) ∈ Sµ;δ
clξ;x

(� n
+ ×

�n).

REMARK 11. The operator of multiplicationMχ� by anyχ� ∈ C∞(
�n) with χ�(λx) =

χ�(x) for all |x| > R for someR > 0 andλ ≥ 1, can be regarded as an element inL0;0
cl (

�n).

In other words, we haveMχ� A, AMχ� ∈ Lµ;δ
(cl)(

�n) for every A ∈ Lµ;δ
(cl)(

�n). If χ� andχ̃�

are two such functions with suppχ� ∩ suppχ̃� = ∅ we haveχ� Aχ̃� ∈ L−∞;−∞(
�n) for

arbitraryA ∈ Lµ;δ
(cl)(

�n). A similar observation is true in the operator-valued case.

3.3. Green symbols

Pseudo-differential boundary value problems are described by a symbol structure that reflects
an analogue of Green’s function and generates boundary (andpotential) conditions of elliptic
boundary value problems. This is summarized by the following definition.

DEFINITION 4. The space�µ,0;δ
G

(�n−1 ×
�n−1; N−, N+

)
of Green symbols of order

µ ∈
�

, type0 and weightδ ∈
�

is defined to be space of all operator-valued symbols

g(y, η) ∈ Sµ;δ
clη

(�n−1 ×
�n−1; L2(

�
+)⊕ � N− , �

(�
+
)
⊕ � N+

)

such that

g∗(y, η) ∈ Sµ;δ
clη

(�n−1 ×
�n−1; L2(

�
+)⊕ � N+ , �

(�
+
)
⊕ � N−

)
.

Moreover, the space�µ,d;δ
G

(�n−1 ×
�n−1; N−, N+

)
of Green symbols of orderµ ∈

�
,

type d∈ � and weightδ ∈
�

is defined to be the space of all operator families of the form

g(y, η) = g0(y, η)+

d∑

j =1

g j (y, η)

(
∂

j
t 0
0 0

)
(29)

for arbitrary g j ∈ �µ− j ,0;δ
G

(�n−1 ×
�n−1; N−, N+

)
, j = 0, . . . , d.

PROPOSITION3. Every g(y, η) ∈ �µ,d;δ
G

(�n−1×
�n−1; N−, N+

)
belongs to Sµ;δ

clη

(�n−1

×
�n−1; Hs(

�
+)⊕ � N− , �

(�
+
)
⊕ � N+

)
for every real s> d − 1

2 .
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The specific aspect in our symbol calculus near exits to infinity consists of classical el-

ements, here with respect toy ∈
�n−1. Let �µ,d;δ

G,cl

(�n−1 ×
�n−1; N−, N+

)
denote the

subspace of allg(y, η) ∈ �µ,d;δ
G

(�n−1 ×
�n−1; N−, N+

)
of the form (29) forg j (y, η) ∈

�µ− j ,0;δ
G,cl

(�n−1 ×
�n−1; N−, N+

)
, where�µ,0;δ

G,cl

(�n−1 ×
�n−1; N−, N+

)
is defined to be

the space of all

g(y, η) ∈ Sµ;δ
clη;y

(�n−1 ×
�n−1; L2(

�
+)⊕ � N− , �

(�
+
)
⊕ � N+

)

with
g∗(y, η) ∈ Sµ;δ

clη;y

(�n−1 ×
�n−1; L2(

�
+)⊕ � N+ , �

(�
+
)
⊕ � N−

)
.

Similarly to Proposition 3 we have

�µ,d;δ
G,cl

(�n−1 ×
�n−1; N−, N+

)
⊂

Sµ;δ
clη;y

(�n−1 ×
�n−1; Hs(

�
+)⊕ � N− , �

(�
+
)
⊕ � N+

)(30)

for all s> d − 1
2 . Applying (18) we then get the triple of principal symbols

σ(g) =
(
σ∂ (g), σe′(g), σ∂,e′ (g)

)
.(31)

REMARK 12. There is a direct analogue of Remark 5 in the framework of Green symbols
that we do not repeat in this version in detail. Let us only observe that we can recoverg(y, η)

from (31) mod�µ−1,d;δ−1
G,cl

(�n−1×
�n−1; N−, N+

)
byχ(η)σ∂ (g)(y, η)+χ(y){σe′ (g)(y, η)−

χ(η)σ∂,e′ (g)(y, η)} ∈ �µ,d;δ
G,cl

(�n−1 ×
�n−1; N−, N+

)
.

LEMMA 1. Let φ(y, t) ∈ C∞
(�q ×

�
+
)

and assume that for someδ ∈
�

the following

estimates hold:supt∈�+
|Dαyφ(y, t)| ≤ c〈y〉δ−|α| for all y ∈

�q and allα ∈ �q , with constants

c = c(a) > 0. Then the operator Mφ(y,t) of multiplication byφ(y, t) fulfils the relation

Mφ(y,t) ∈ S0;δ
(�q ×

�q; L2(
�

+), L2(
�

+)
)
.(32)

Proof. We have to check the symbol estimates
∥∥∥κ−1(η)

{
Dαy Dβη Mφ(y,t)

}
κ(η)

∥∥∥�(
L2(�+)

) ≤ c〈y〉δ−|α|

for all α, β ∈ �q and all(y, η) ∈
�q ×

�q with suitablec = c(α, β) > 0. BecauseMφ(y,t) is in-

dependent ofη it suffices to considerβ = 0. Usingκ−1(η)Dαy Mφ(y,t)κ(η) = Dαy Mφ(y,t〈y〉−1)

we get foru ∈ L2(
�

+)

∥∥∥κ−1(η)
{

Dαy Dβη Mφ(y,t)

}
κ(η)u(t)

∥∥∥
L2(�+)

=
∥∥∥Dαyφ

(
y, t〈y〉−1

)
u(t)

∥∥∥
L2(�+)

≤ sup
t∈�+

∣∣∣Dαyφ
(

y, t〈y〉−1
)∣∣∣ ‖u‖L2(�+)

≤ c〈y〉δ−|α|‖u‖L2(�+)
.
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LEMMA 2. Letφ(y, t) ∈ C∞
(�q ×

�
+
)

be a function such that there are constants m, δ ∈
�

such thatsupt∈�+

∣∣Dαy DM
t φ(y, t)

∣∣ ≤ c〈y〉δ−|α|〈t〉m−M for all y ∈
�q , t ∈

�
+ and all

α ∈ �q , M ∈ � , with constants c= c(α,M) > 0. Then we have

Mφ(y,t) ∈ S0,δ(�q ×
�q; �

(�
+
)
, �
(�

+
))
.(33)

Proof. Let us express the Schwartz space as a projective limit

�
(�

+
)

= proj lim
{
〈t〉−k Hk(

�
+) : k ∈ �

}
.

An operatorb is continuous in� (�+) if for every k ∈ � there is anl = l (k) ∈ � such that

‖b‖�(〈t〉−l H l (�+),〈t〉−k Hk(�+)
) ≤ c

for certainc = c(k, l ) > 0. The symbol estimates for (33) require for everyk ∈ � anl = l (k) ∈

� such that
∥∥∥κ−1(η)

{
Dαy Mφ(y,t)

}
κ(η)u

∥∥∥
〈t〉−k Hk(�+)

≤ c〈y〉δ−|α|‖u‖〈t〉−l H l (�+)
,(34)

for constantsc > 0 depending onk, l , α, for all α andk. Similarly to the proof of Lemma 1 the
η-derivatives may be ignored. Estimate (34) is equivalent to

∥∥∥〈t〉k Dαyφ
(

y, t〈η〉−1
)
〈t〉−l v

∥∥∥
Hk(�+)

≤ c〈y〉δ−|α|‖v‖H l (�+)
(35)

for all v ∈ H l (
�

+). Settingl = k + m+ for m+ = max(m,0) we get (35) from the system of
simpler estimates

∥∥∥D j
t

{
〈t〉−m+

Dαyφ
(

y, t〈η〉−1
)
v(t)

}∥∥∥
L2(�+)

≤ c〈y〉δ−|α|‖v‖H l (�+)

for all 0 ≤ j ≤ k. The functionD j
t
{
〈t〉−m+

Dαyφ(y, t〈η〉
−1)v(t)

}
is a sum of expressions of the

form
v j1 j2 j3(t) = c〈t〉−m+− j1〈η〉− j2

(
D j2

t Dαyφ
) (

y, t〈η〉−1
)

D j3
t v(t)

for j1 + j2 + j3 = j and constantsc = c( j1, j2, j3). We now employ the assumption on

φ, namely supt∈�+

∣∣(Dαy D j2
t φ

)(
y, t〈η〉−1)∣∣ ≤ 〈y〉δ−|α|〈t〈η〉−1〉m− j2 . Using〈t〈η〉−1〉m− j2 ≤

〈t〉m− j2 for m − j2 ≥ 0 and〈t〈η〉−1〉m− j2 ≤ 1 for m − j2 < 0 we immediately get

‖v j1 j2 j3(t)‖L2(�+)
≤ c〈η〉δ−|α|

∥∥∥D j3
t v
∥∥∥

L2(�+)

for all y ∈
�q , with different constantsc > 0. This gives us finally the estimates (35).

3.4. The algebra of boundary value problems

DEFINITION 5. �µ,d;δ
cl

(�n−1 ×
�n−1; N−, N+

)
for (µ,d) ∈ �× � , δ ∈

�
, is defined to

be the set of all operator families

a(y, η) =

(
op+(a)(y, η) 0

0 0

)
+ g(y, η)

for arbitrary a(x, ξ) ∈ Sµ;δ
clξ;x

(� n
+ ×

�n)
tr,� and g(y, η) ∈ �µ,d;δ

G,cl

(�n−1 ×
�n−1; N−, N+

)
.
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Observe that the components of

σ(a) :=
(
σψ (a), σe(a), σψ,e(a); σ∂ (a), σe′(a), σ∂,e′ (a)

)
(36)

for a(y, η) ∈ �µ,d;δ
cl

(�n−1 ×
�n−1; N−, N+

)
, given by

σψ (a) := σψ (a) , σe(a) := σe(a) , σψ,e(a) := σψ,e(a) ,

and

σ∂ (a) =

(
σ∂ (op+(a|t=0)) 0

0 0

)
+ σ∂ (g) ,

σe′ (a) =

(
σe′ (op+(a|t=0)) 0

0 0

)
+ σe′(g) ,

σ∂,e′ (a) =

(
σ∂,e′ (op+(a|t=0)) 0

0 0

)
+ σ∂,e′ (g)

are uniquely determined bya(y, η), and thatσ(a) = 0 impliesa(y, η) ∈ �µ−1,d;δ−1
cl

(�n−1 ×
�n−1; N−, N+

)
.

Moreover, a(y, η) ∈ �µ,d;δ
cl

(�n−1 ×
�n−1; N0, N+

)
and b(y, η) ∈ � ν,e;%cl

(�n−1 ×
�n−1; N−, N0

)
implies(ab)(y, η) ∈ �µ+ν,h;δ+%

cl

(�n−1 ×
�n−1; N−, N+

)
for h = max(ν +

d,e) whereσ(ab) = σ(a)σ (b) (with componentwise multiplication).

Next we define spaces of smoothing operators in the half-space. The space�−∞,0;−∞
(� n

+;

N−, N+
)

is defined to be the set of all block matrix operators

�
=

(
A K
T C

)
:

�
(�

+
)

⊕

�
(�n−1, � N−

) −→

�
(�

+
)

⊕

�
(�n−1, � N+

) ,

where

(i) Au(y, t) =
∫∫

�n
+

a(y, t, y′, t ′)u(y′, t ′) dy′dt ′ for certaina(y, t, y′, t ′) ∈ �
(� n

+ ×
� n

+

)
(

= � (�n ×
�n)|�n

+×� n
+

)
, u ∈ �

(� n
+

)
,

(ii) Kv(y, t) =
∑N−

l=1 Kl vl (y, t) for Kl vl (y, t) =
∫
�n−1 kl (y, t, y′)vl (y

′)dy′ for certain

kl (y, t, y′) ∈ �
(� n

+ ×
�n−1) ( = �

(�n ×
�n−1)∣∣

�n
+×�n−1

)
, for v = (vl )l=1,...,N−

∈

�
(�n−1, � N−

)
,

(iii) T u(y) = (Tmu(y))m=1,...,N+
for Tmu(y) =

∫∫
�n

+

bm(y, y′, t ′)u(y′, t ′) dy′dt ′ for cer-

tainbm(y, y′, t ′) ∈ �
(�n−1 ×

� n
+

) (
= �

(�n−1 ×
�n)∣∣

�n−1×� n
+

)
, m = 1, . . . , N+ for

u ∈ �
(� n

+

)
,

(iv) Cv(y) =
(∑N−

l=1

∫
clm(y, y′)vl (y

′)dy′
)

m=1,...,N+

for certainclm(y, y′) ∈ �
(�n−1 ×

�n−1), l = 1, . . . , N−, m = 1, . . . , N+.

�−∞,d;−∞
(� n

+; N−, N+
)

for d ∈ � is the space of all operators

�
=
�

0 +

d∑

j =1

�
j

(
∂

j
t 0
0 0

)
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for arbitrary
�

j ∈ �−∞,0;−∞
(� n

+; N−, N+
)
, j = 0, . . . ,d.

Let Lµ;δ
cl (

�n)^ denote the subspace of allP ∈ Lµ;δ
cl (

�n) such that there is anR> 0 with
φPψ = 0 for all φ,ψ ∈ C∞

0 (
�n) with suppφ, suppψ ⊆

�n \ TR, cf. (28). Moreover, we set

Lµ;δ
cl (

�n
+)^ =

{
P = P̃|�n

+
: P̃ ∈ Lµ;δ

cl (
�n)^

}
. For P = P̃|�n

+
, P̃ ∈ Lµ;δ

cl (
�n)^ we define

σ(P) =

(
σψ

(
P̃
) ∣∣
�n

+×(� n\0)
, σe

(
P̃
) ∣∣(

�n
+\0

)
×�n , σψ,e

(
P̃
) ∣∣(

� n
+\0

)
×(�n\0)

)
(37)

DEFINITION 6. The space�µ,d;δ
cl

(� n
+; N−, N+

)
for (µ, d) ∈ �× � , δ ∈

�
, is defined to

be the set of all operators

�
= Op(a)+ � +

�
(38)

for arbitrary a(y, η) ∈ �µ,d;δ
cl

(�n−1×
�n−1; N−, N+

)
, � ∈

( P 0
0 0

)
with P ∈ Lµ;δ

cl (
�n)^

and
�

∈ �−∞,d;−∞
(� n

+; N−, N+
)
. Moreover, we set

Bµ,d;δ
cl

(� n
+

)
= u.l.c �µ,d;δ

cl

(� n
+; N−, N+

)
.(39)

Similarly, we get the subspaces of so-called Green operators (of orderµ, type d, and weight

δ) �µ,d;δ
G,cl

(� n
+; N−, N+

)
and Bµ,d;δ

G,cl

(� n
+

)
when we require amplitude functions to belong to

�µ,d;δ
G,cl

(�n−1×
�n−1; N−, N+

)
and Rµ,d;δ

G,cl

(�n−1×
�n−1), respectively. For

�
∈ �µ,d;δ

cl

(� n
+;

N−, N+
)

we writeord
�

= (µ; δ).

Note that particularly simple elements inBµ,0;δ
cl

(� n
+

)
are differential operators

A =
∑

|α|≤µ

aα(x)D
α
x(40)

with coefficientsaα = ãα |�n
+

whereãα(x) ∈ Sδcl(
�n

x ).

THEOREM 4. For everyµ ∈ � the space Bµ,0;0
cl

(� n
+

)
(cf. the notation (39)) contains an

element Rµ that induces isomorphisms

Rµ : Hs;% (�n
+

)
−→ Hs−µ;%

(�n
+

)
(41)

for all s, % ∈
�

as well as isomorphisms

Rµ : �
(� n

+

)
−→ �

(� n
+

)
,(42)

where R−µ := (Rµ)−1 ∈ B−µ,0;0
cl

(� n
+

)
.

This is a well-known result for% = 0, proved in this form for alls ∈
�

in Grubb [7];
note that fors ≤ −1

2 we have to compose the pseudo-differential operators from the right by an

extension operatorl : Hs(
�n

+) → Hs(
�n), while for s > −1

2 we can take e+. Let us mention
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for completeness that order reductions fors > µ+ − 1
2 have been constructed before by Boutet

de Monvel [3]. The symbols from [7] have the form

rµ−(ξ) =

(
χ

(
τ

a〈η〉

)
〈η〉 − i τ

)µ
(43)

ξ = (η, τ) ∈
�n for a sufficiently large constanta > 0 and a functionχ ∈ � (� ) with F−1χ

supported in
�

− andχ(0) = 1. It was proved in [20], Section 5.3, that (43) is a classicalsymbol

in ξ . In other words, we haverµ−(ξ) ∈ Sµ;0
clξ;x

(� n
+ ×

�n)
tr, and we can setRµu = r+Op

(
rµ−
)
l

wherel = e+ for s > −1
2 . It is now trivial thatRµ induces isomorphisms for alls, %, because

the operators with symbols (43) in
�n belong toLµ;0

cl (
�n), cf. (9).

Note that the operatorRµ is elliptic of order(µ; 0) in the sense of Definition 7 below.

Writing
�

∈ �µ,d;δ
cl

(� n
+; N−, N+

)
in the form (38) we set

(
σψ (

�
), σe(

�
), σψ,e(

�
)
)

=
(
σψ (a)+ σψ (P), σe(a)+ σe(P), σψ,e(a)+ σψ,e(P)

)
,

where we use notation from (36) and (37). Moreover, we define

(
σ∂ (

�
), σe′ (

�
), σ∂,e′ (

�
)
)

=
(
σ∂ (a), σe′ (a), σ∂,e′(a)

)
,(44)

cf. the notation in (36). Finally, we set

σ(
�
) =

(
σψ (

�
), σe(

�
), σψ,e(

�
); σ∂ (

�
), σe′(

�
), σ∂,e′ (

�
)
)
,(45)

called the principal symbol of the operator
�

.

Let us set

symb�µ,d;δ
cl

(� n
+; N−, N+

)
=
{
σ(
�
) :

�
∈ �µ,d;δ

cl

(� n
+; N−, N+

)}
.

REMARK 13. The space symb�µ,d;δ
cl

(� n
+; N−, N+

)
can easily be defined intrinsically,

i.e., as a space of symbol tuples(pψ , pe, pψ,e; p∂ , pe′ , p∂,e′ ) with natural compatibility condi-
tions between the components. Thenσ :

�
→ σ(

�
) is a surjective map

σ : �µ,d;δ
cl

(� n
+; N−, N+

)
−→ symb�µ,d;δ

cl

(� n
+; N−, N+

)
,(46)

and there is a linear right inverse

op : symb�µ,d;δ
cl

(� n
+; N−, N+

)
−→ �µ,d;δ

cl

(� n
+; N−, N+

)
(47)

of σ . Moreover, we have kerσ = �µ−1,d;δ−1
cl

(� n
+; N−, N+

)
. Any choice of a map (47) with

(46) is called an operator convention.

REMARK 14. An operator
�

∈ �µ,d;δ
cl

(� n
+; N−, N+

)
induces continuous operators

�
:

�
(�n

+

)

⊕

�
(�n−1, � N−

) −→

�
(� n

+

)

⊕

�
(�n−1, � N+

) .(48)
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This is an immediate consequence of the fact that
�

can be written in the form

�
=

(
r+ Ãe+ 0

0 0

)
+ Op(g)+

�
(49)

for an Ã ∈ Lµ;δ
cl (

�n)tr
(

:=
{

Ã ∈ Lµ;δ
cl (

�n) : Ã has the transmission property with respect to

t = 0
})

, and
�

∈ �−∞,d;−∞
(� n

+; N−, N+
)
, where (48) is clear for

�
, while the continuity for

the other ingredients, immediately follow from (10) and (24).

THEOREM 5.
�

∈ �µ,d;δ
cl

(� n
+; N0, N+

)
and � ∈ �ν,e;%cl

(� n
+; N−, N0

)
implies

�� ∈

�µ+ν,h;δ+%
cl

(� n
+; N−, N+

)
for h = max(ν + d,e), and we have

σ(
�� ) = σ(

�
)σ (� )

(with componentwise multiplication). If
�

or � is a Green operator then so is
�� .

The proof of this theorem is very close to the corresponding proof in Boutet de Monvel’s
calculus in local terms. Therefore, we only sketch the typical novelty in the framework with
weights. Compositions of the form(� +

�
)
�

or �
(
�̃ +

�̃ )
for smoothing operators

�
,
�̃

and
Green operators� = Op(g), �̃ = Op(g̃) in the corresponding spaces are again of the type
Green plus smoothing operator (this can easily be verified, if we represent

�
or � like (38)). It

remains to consider compositions
(
r+ Ãe+

)(
r+ B̃e+

)
that equal r+ ÃB̃e+ + r+ Ã(1−2+)B̃e+,

where2+ denotes the characteristic function of
�n

+ . The first summand is as desired, while
r+ Ã(1 −2+)B̃e+ has to be recognized as an element Op(g) (modulo a smoothing remainder)
for some Green symbolg(y, η) of weightδ + % for |y| → ∞. Here, we can writẽA = χ� Ã +

(1−χ�)Ã andB̃ = χ� B̃+(1−χ�)B̃ for a certain global admissible cut-off functionχ� in
�n ,

cf. Definition 3. Then, r+χ� Ã(1 −2+)χ� B̃e+ is obviously of the asserted form because the
weight contributions fort → ∞ are cut out, while r+(1− χ�)Ã(1−2+)χ� B̃e+, r+χ� Ã(1−

2+)(1 − χ�)B̃e+ and r+(1 − χ�)Ã(1 −2+)(1 − χ�)B̃e+ are smoothing, cf. Remark 11.

REMARK 15. The operator� % of multiplication by diag
(
〈x〉%, 〈y〉% ⊗ id� N

)
belongs to

�0,0;δ
cl

(� n
+; N, N

)
and induces isomorphisms

� % :
Hs;%(�n

+

)

⊕

Hs;%(�n−1, � N )
−→

Hs(�n
+

)

⊕

Hs(�n−1, � N )

for all s ∈
�

. Moreover, we have

� %−δ�µ,d;δ
cl

(� n
+; N−, N+

)
�−% = �µ,d;0

cl

(� n
+; N−, N+

)

(clearly, the dimensions in the factors of the latter relation are assumed to beN+ and N−,
respectively).

THEOREM 6.
�

∈ �µ,d;δ
cl

(� n
+; N−, N+

)
induces continuous operators

�
:

Hs;% (�n
+

)

⊕

Hs;%(�n−1, � N−
) −→

Hs−µ;%−δ
(�n

+

)

⊕

Hs−µ;%−δ
(�n−1, � N+

)(50)

for all s, % ∈
�

, s > d − 1
2. If ord

�
< (µ; δ) (i.e., the relation< holds for both components)

the operator (50) is compact.
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Proof. Write
�

in the form (49). The assertion for
�

is obvious. Concerning r+ Ãe+ it suffices
to apply (9) and (10), combined with the properties (6) and (5). It remains Op(g). For simplicity

we assumeg to be of the form of an upper left corner, i.e.,g(y, η) ∈ Rµ,d;δ
G,cl

(�n−1 ×
�n−1), cf.

the notation in Definition 4. The other entries in the generalblock matrix case can be treated in
a similar manner which is left to the reader. So we show the continuity

Op(g) : Hs;% (�n
+

)
−→ Hs−µ;%−δ

(�n
+

)
,

s > d − 1
2 . Applying Theorem 4 it suffices to prove the continuity of

Rs−µOp(g)R−s : H0;%
(�n

+

)
−→ H0;%−δ

(�n
+

)
.

The symbolg(y, η) may be written in the formg(y, η) = 〈y〉δa(y, η) for a(y, η) ∈ Rµ,d;0
G,cl(�n−1 ×

�n−1). Now, using Theorem 5 we get op(a)R−s = Op(b) + C for someb(y, η) ∈

Rµ−s,0;0
G,cl

(�n−1 ×
�n−1) andC ∈ B−∞,0;−∞

(� n
+

)
. In the followingC may be ignored; we

then have to show the continuity of

Rs−µ〈y〉δOp(b) : H0;%
(�n

+

)
−→ H0;%−δ

(�n
+

)
.(51)

From the general pseudo-differential calculus with operator-valued symbols we know that

〈y〉δOp(b)〈y〉−δ = Op(c)

with some symbolc(y, η) that in this case again belongs toRs−µ,0;0
G,cl

(�n−1 ×
�n−1). Thus, the

operator in (51) gets the form

Rs−µOp(c)〈y〉δ = Op(d)〈y〉δ + C

for anotherC ∈ B−∞,0;−∞ andd(y, η) ∈ R0,0;0
G,cl

(�n−1 ×
�n−1). We may concentrate on the

proof of the continuity

Op(d)〈y〉δ : H0;%
(�n

+

)
−→ H0;%−δ

(�n
+

)

for arbitrary% ∈
�

. This is equivalent to the continuity of

〈x〉%−δOp(d)〈y〉δ〈x〉−% : L2 (�n
+

)
−→ L2 (�n

+

)
,

x = (y, t). By the argument used above in connection with (51) we find anf (y, η) ∈ R0,0;0
G,cl(�n−1 ×

�n−1) such that

〈x〉%−δOp(d)〈y〉δ〈x〉−% = 〈x〉%−δ 〈y〉δ−%Op( f )〈y〉%〈x〉−% .

Now φ(y, t) := 〈y〉%〈x〉−% for % ≥ 0 satisfies the assumptions of Lemma 1 forδ = 0. For
% − δ ≤ 0 we can apply Lemma 1 once again forψ(y, t) = 〈x〉%−δ 〈y〉δ−% and get

〈x〉%−δOp(d)〈y〉δ〈x〉−% = Op(Mψ )Op( f )Op(Mφ)

as a continuous operatorL2(�n
+

)
→ L2(�n

+

)
. Let us now examine the case% ≥ 0 but % −

δ ≥ 0. We then write〈x〉%−δ 〈y〉δ−% = ψ(y, t)〈t〉%−δ for ψ(y, t) = 〈x〉%−δ 〈y〉δ−%〈t〉δ−%.
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The functionψ satisfies the assumptions of Lemma 1, whileM〈t〉%−δ belongs toS0,0(�n−1 ×
�n−1; �

(�
+
)
, �
(�

+
))

by Lemma 2. This gives us

M〈t〉%−δ f (y, η) ∈ S0,0
(�n−1 ×

�n−1; L2(
�

+), L2(
�

+)
)

Hence, setting againφ(y, t) = 〈y〉%〈x〉−% , we see that

〈x〉%−δ 〈y〉δ−% Op( f )〈y〉%〈x〉−% = Op
(
Mψ

)
Op

(
M〈t〉%−δ f

)
Op
(
Mφ

)

is a continuous operatorL2(�n
+

)
→ L2(�n

+

)
. In an analogous manner we can proceed in

the remaining cases concerning the sign of% and% − δ. The compactness of
�

for ord
�
<

(µ; δ) then follows from the continuity of
�

to spaces of better smoothness and weight and from
corresponding compact embeddings of Sobolev spaces.

3.5. Ellipticity

The principal symbol structure of the preceding section gives rise to an adequate notion of ellip-
ticity of pseudo-differential boundary value problems globally on the half-space.

DEFINITION 7. An operator
�

∈ �µ,d;δ
cl

(� n
+; N−, N+

)
is called elliptic (of order(µ; δ))

if

(i ) σψ (
�
)(x, ξ) for all (x, ξ) ∈

� n
+ × (

�n \ 0),

σe(
�
)(x, ξ) for all (x, ξ) ∈

(� n
+ \ 0

)
×
�n ,

σψ,e(
�
)(x, ξ) for all (x, ξ) ∈

(� n
+ \ 0

)
× (

�n \ 0)
are non-zero,

(i i ) σ∂ (
�
)(y, η) for all (y, η) ∈

�n−1 ×
(�n−1 \ 0

)
,

σe′ (
�
)(y, η) for all (y, η) ∈

(�n−1 \ 0
)
×
�n−1,

σ∂,e′(
�
)(y, η) for all (y, η) ∈

(�n−1 \ 0
)
×
(�n−1 \ 0

)

are isomorphisms
�
(�

+
)

⊕

� N−

−→

�
(�

+
)

⊕

� N+

.

REMARK 16. Condition(i i ) in the latter definition can equivalently be replaced by bijec-
tivities in the sense

Hs(
�

+)

⊕

� N−

−→

Hs−µ(�
+
)

⊕

� N+

for anys> max(µ,d)− 1
2 .

DEFINITION 8. Given
�

∈ �µ,d;δ
cl

(� n
+; N−, N+

)
, an operator� ∈ �−µ,e;−δ

cl

(� n
+; N+,

N−
)

for some e∈ � is called a parametrix of
�

if �
�

− � ∈ �−∞,dl ;−∞
(� n

+; N−, N−
)

and�
� − � ∈ �−∞,dr ;−∞

(� n
+; N+, N+

)
for certain dl ,dr ∈ � .

We shall see below that the ellipticity of an operator
�

∈ �µ,d;δ
cl

(� n
+; N−, N+

)
entails the

existence of a parametrix. First we want to construct further examples of elliptic boundary value
problems.
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The Dirichlet problem forc−1, with the Laplace operator1 =
∑n

j =1
∂2

∂x2
j
, and a constant

c > 0 is represented by the operator

�
1 =

(
c −1

r′

)
: Hs (�n

+

)
−→

Hs−2 (�n
+

)

⊕

Hs− 1
2
(�n−1) .

(52)

For convenience we pass to

�
2 =

(
c −1

Qr′

)
: Hs (�n

+

)
−→

Hs−2 (�n
+

)

⊕

Hs−2(�n−1)
(53)

where Q is an order reduction on the boundary that we take of the formQ = Opy

(
〈η〉

3
2

)
,

such thatQ : Hs(�n−1) −→ Hs− 3
2
(�n−1) is an isomorphism for alls ∈

�
. Then we have

�
2 ∈ �2,1;0

cl

(� n
+; 0, 1

)
. We want to show that (53) is an isomorphism for alls > 3

2 and construct
the inverse. We have forx = (y, t), ξ = (η, τ)

σψ (
�

2) = |ξ |2 , σe(
�

2) = c + |ξ |2 , σψ,e(
�

2) = |ξ |2 ,

σ∂ (
�

2) =

(
|η|2 − ∂2

t

|η|
3
2 r′

)
, σe′ (

�
2) =

(
c + |η|2 − ∂2

t

〈η〉
3
2 r′

)
, σ∂,e′(

�
2) =

(
|η|2 − ∂2

t

|η|
3
2 r′

)
.

Hence
�

2 is elliptic in the sense of Definition 7. First we invert the operator family

(
α − ∂2

t
βr′

)
: �
(�

+
)

−→

�
(�

+
)

⊕

�
,(54)

whereα :=
(
c + |η|2

) 1
2 , β := 〈η〉

3
2 . Let us writel±(τ) = α ± i τ ; thenl−(τ)l+(τ) = α2 + τ2

andα2 − ∂2
t = op+(l−l+) = op+(l−)op+(l+)

(
the latter identity is true becausel− is a minus

function; op+(l−) : �
(�

+
)

→ �
(�

+
)

is an isomorphism
)
. Thus, to invert (54), it suffices to

consider
(

op+(l+)
βr′

)
: �
(�

+
)

−→

�
(�

+
)

⊕

�

which is an isomorphism, because op+(l+) : �
(�

+
)

→ �
(�

+
)

is surjective andβr′ induces an
isomorphism of ker op+(l+) =

{
γ e−αt : γ ∈ �

}
to � . Let us form the potentialk = k(α) :

� → �
(�

+
)
, defined bykγ = γβ−1e−αt , γ ∈ � . Then

(
op+(l+)
βr′

)(
op+

(
l−1
+

)
k
)

=

(
1 0
0 1

)
,

because r′op+(l−1
+ ) = 0, and hence

(
op+(l+)
βr′

)−1
=
(
op+

(
l−1
+

)
k
)
.
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Consider nowa(τ) = α2 + τ2. The operator in (54) can be written

(
op+(a)
βr′

)
=

(
op+(l−) 0

0 1

)(
op+(l+)
βr′

)

and hence

(
op+(a)
βr′

)−1
=

(
op+

(
l−1
+

)
k
)( op+

(
l−1
−

)
0

0 1

)

=
(
op+

(
l−1
+

)
op+

(
l−1
−

)
k
)
.

Here op+
(
l−1
+

)
op+

(
l−1
−

)
= op+

(
a−1)+ g for a certaing ∈ 00(�

+
)
. It follows altogether

(
op+(a)
βr′

)−1
=
(
op+

(
a−1

)
+ g k

)
,

i.e., we calculated the inverse of (54). Inserting now the expression forα = α(η), β = β(η), we
easily see that the ingredients of

σe′(
�

2)
−1 =

(
op+

(
a−1

)
(η)+ g(η) k(η)

)
(55)

belong to�−2,0;0
cl

(�n−1 ×
�n−1; 1,0

)
(they are, of course, independent ofy), and it is clear

that
�−1

2 = Opy
(
σe′

(�
2
)−1) which belongs to�−2,0;0

cl

(� n
+; 1,0

)
. The method of calculating

(55) gives us analogouslyσ∂ (
�

2)
−1 andσ∂,e′(

�
2)

−1, and

σ
(�−1

2

)
=

(
|ξ |−2,

(
c + |ξ |2

)−1
, |ξ |−2; σ∂ (

�
2)

−1, σe′ (
�

2)
−1, σ∂,e′(

�
2)

−1
)
.

It is then obvious how to express
�−1

1 , namely

�−1
1 =

�−1
2

(
1 0
0 Q−1

)
.

REMARK 17. Similar arguments apply to the Neumann problem forc − 1 in the half-
space, with r′∂t in place of r′. To get an element with unified orders we can pass to the boundary

operatorRr′∂t for R = Opy

(
〈η〉

1
2

)
. We see that

(
c −1

Rr′∂t

)
∈ �2,2;0

cl

(� n
+; 0,1

)

is also elliptic in the sense of Definition 7 and even invertible as an operatorHs(�n
+

)
→

Hs−2(�n
+

)
⊕ Hs−2(�n−1) for s > 3

2 . The inverse belongs to�−2,0;0
cl

(� n
+; 1,0

)
. We shall

construct in Section 5.3 below a general class of further examples of this kind.
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THEOREM 7. For every N∈ � there exist elliptic elements
�+

N ∈ �0,0;0
cl

(� n
+; 0, N

)
and

�−
N ∈ �0,0;0

cl

(� n
+; N, 0

)
that induce isomorphisms

�+
N : Hs (�n

+

)
−→

Hs (�n
+

)

⊕

Hs(�n−1, � N )
,

�−
N :

Hs (�n
+

)

⊕

Hs(�n−1, � N )
−→ Hs (�n

+

)

for all s > −1
2 , where

�−
N =

(�+
N

)−1.

Proof. Let us start from the above operator
�

2 and form

�
0 = � s0−2�

2�̃−s0 ∈ �0,0;0
cl

(� n
+; 0, 1

)
(56)

for any fixeds0 > 2, where�̃ := R1 ∈ B1,0;0
cl

(� n
+

)
is the order reducing element from

Theorem 4 and� := diag
(
R1, R′

)
for R′ = Opy

(
〈η〉 ⊗ id� N

)
. Then, setting

�+
1 =

�
0, we

can form
�+

N inductively by

�+
N =

(
A+

N
T+

N

)
:=




A+
N−1 0

T+
N−1 0
0 1



(

A+
1

T+
1

)
=




A+
N−1 A+

1
T+

N−1 A+
1

T+
1


 .

Here,
�+

1 =

(
A+

1
T+

1

)
. Moreover, from the above construction of

�−1
2 and Theorem 4 it follows

that we may set
�−

N :=
(�+

N

)−1.

3.6. Parametrices and Fredholm property

THEOREM 8. Let
�

∈ �µ,d;δ
cl

(� n
+; N−, N+

)
be elliptic. Then

�
:

Hs;% (�n
+

)

⊕

Hs;%(�n−1, � N−
) −→

Hs−µ;%−δ
(�n

+

)

⊕

Hs−µ;%−δ
(�n−1, � N+

)(57)

is a Fredholm operator for every s> max(µ,d)− 1
2 and every% ∈

�
, and

�
has a parametrix

� ∈ �−µ,(d−µ)+;−δ
cl

(� n
+; N+, N−

)
where dl = max(µ,d) and dr = (d−µ)+ (cf. the notation

in Definition 8).

The proof of this theorem will be given below after some preparations.

REMARK 18. Applying Remark 15 we can reduce the proof of Theorem 8 to the caseδ =

0. In other words, it suffices to consider the operator� %−δ��−% ∈ �µ,d;0
cl

(� n
+; N−, N+

)
.

Furthermore, we can reduce orders and pass to

�
0 := �s0−µ

(+)

(
� %−δ��−%

)
�−s0
(−)

∈ �0,0;0
cl

(� n
+; N−, N+

)
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for any choice ofs0 > max(µ,d), where� (±) = diag
(
R1, R′

N±

)
for R′

N±
:= Op

(
〈η〉 ⊗

id� N±

)
, cf. similarly (56). Clearly, the ellipticity of

�
is equivalent to that of

�
0, and the

construction of a parametrix�0 for
�

0 gives us immediately a parametrix� of
�

, namely

� = �−%�−s0
(−)

�0�
s0−µ
(+)

� %−δ .(58)

So we mainly concentrate on the case
�

∈ �0,0;0
cl

(� n
+; N−, N+

)
.

Let p(x, ξ) ∈ S0;0
cl

(� n
+ ×

�n)
tr,� be a symbol with

σψ (p) 6= 0 for all (x, ξ) ∈
� n

+ ×
(�n \ 0

)
,(59)

σe(p) 6= 0 for all (x, ξ) ∈
(� n

+ \ 0
)
×
�n ,(60)

σψ,e(p) 6= 0 for all (x, ξ) ∈
(� n

+ \ 0
)
×
(�n \ 0

)
.(61)

Set

b′
11(y, η) := op+(p|t=0)(y, η) ,(62)

and consider the operator families

σ∂
(
b′

11
)
(y, η) , σe′

(
b′

11
)
(y, η) , σ∂,e′

(
b′

11
)
(y, η) : L2 (

�
+) −→ L2 (

�
+) ,(63)

σ∂
(
b′

11

)
for (y, η) ∈

�n−1 ×
(�n−1 \ 0

)
, σe′

(
b′

11

)
for (y, η) ∈

(�n−1 \ 0
)
×
�n−1, σ∂,e′

(
b′

11

)

for (y, η) ∈
(�n−1 \ 0

)
×
(�n−1 \ 0

)
.

These are families of Fredholm operators parametrized by the corresponding sets of(y, η)-
variables.

PROPOSITION4. For everyε > 0 there exists an R= Rε > 0 such that
∥∥σ∂

(
b′

11
)
(y, η)− σ∂,e′

(
b′

11
)
(y, η)

∥∥�(
L2(�+)

) < ε(64)

for all |y| > R andη ∈
�n−1 \ 0,
∥∥σ∂

(
b′

11
)
(y, η)− σe′

(
b′

11
)
(y, η)

∥∥�(
L2(�+)

) < ε(65)

for all |y| > R and|η| > R,
∥∥σe′

(
b′

11
)
(y, η)− σ∂,e′

(
b′

11
)
(y, η)

∥∥�(
L2(�+)

) < ε(66)

for all |y| ∈
�n−1 \ 0 and|η| > R.

Proof. Let us first verify (64). Both op(σψ (p)|t=0)(y, η) and op(σψ,e(p)|t=0)(y, η) can be

regarded as parameter-dependent families of pseudo-differential operatorsL2(
�

+) → L2(
�

+)

with parametery ∈
�n−1, smoothly dependent onη with |η| = 1.

But

op
(
σψ (p|t=0)− σψ,e(p|t=0)

)
(y, η)(67)

is of order−1 in the parameter. A well-known result on operator norms of parameter-dependent
pseudo-differential operators, cf., e.g., [30], Section 1.2.2, tells us that the�

(
L2(

�
+)
)
-norm of
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(67) tends to zero for|y| → ∞, in this case uniformly for|y| = 1. Thus, composing (67) from
the right with e+ and from the left with r+ we get relation (64) for all|y| ≥ R, R = Rε , and
|η| = 1.

In a similar way we can argue for (66), now withη ∈
�n−1 \ 0 as parameter and smooth

dependence ony with |y| = 1. This gives us relation (66). Estimate (65) is then an obvious
consequence of (64) and (66).

COROLLARY 1. Under the conditions of Proposition 4 there exists an R= Rε > 0 such
that the Fredholm families

σ∂
(
b′

11
)
(y, η) : L2(

�
+) −→ L2(

�
+) for 0 ≤ |y| ≤ R , |η| = R

and
σe′

(
b′

11
)
(y, η) : L2(

�
+) −→ L2(

�
+) for |y| = R , 0 ≤ |η| ≤ R ,

satisfy
∥∥σ∂

(
b′

11

)
(y, η)− σe′

(
b′

11

)
(y, η)

∥∥�
(L2(�+))

< ε for all |y| = |η| = R.

Let ε > 0, and set

Tε =
{
(y, η) ∈

�2(n−1) : |y| = |η| = Rε
}
, Dε = Tε × [0,1] ,

and form

Z j
ε =

{
(y, η) ∈

�2(n−1) : |y| ≤ Rε + j , |η| = Rε
}
,

H j
ε =

{
(y, η) ∈

�2(n−1) : |y| = Rε , |η| ≤ Rε + j
}

for j = 0, 1,∞. Define the spaces� j
ε =

(
Z j
ε ∪d H j

ε

)
∪b Dε/ ∼, where∪d is the disjoint

union, while∪b is the disjoint union combined with the projection to the quotient space, given

by natural identificationsTε ∩ Z j
ε

∼= Tε × {0}, Tε ∩ H j
ε

∼= Tε × {1}.

Write for abbreviationZε = Z0
ε , Hε = H0

ε , �ε = �0
ε . Moreover, letDε,τ := Tε × [0, τ ]

and�ε,τ := Zε ∪d Hε ∪b Dε,τ , 0 ≤ τ ≤ 1, where∪b is defined by means the identifications
Tε ∩ Zε ∼= Tε × {0}, Tε ∩ Hε ∼= Tε × {τ }. Thus�ε = �ε,1, and we set� ε = �ε,0.

Define an operator functionF(m), m ∈ �ε , by the following relations:

F(y, η) = σ∂
(
b′

11
)
(y, η) for m = (y, η) ∈ Zε ,

F(y, η) = σe′

(
b′

11
)
(y, η) for m = (y, η) ∈ Hε ,

F(y, η, δ) = δσ∂
(
b′

11
)
(y, η)+ (1 − δ)σe′

(
b′

11
)
(y, η) for m = (y, η, δ) ∈ Dε .

From Corollary 1 we get
∥∥F(y, η, δ)− F

(
y, η, δ′

)∥∥�(
L2(�+)

) ≤ |δ − δ′|ε(68)

for all (y, η, δ), (y, η, δ′) ∈ Dε , 0 ≤ δ, δ′ ≤ 1. We have

F ∈ C
(
�ε , �

(
L2(

�
+)
))
,(69)

andF|Zε
, F|Hε

are continuous families of Fredholm operators. Relation (68) shows that (69) is
a family of Fredholm operators for allm ∈ �ε , providedε > 0 is sufficiently small. We then get
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an index element ind�
ε
F ∈ K (�ε ). Because ofK (�ε,τ ) ∼= K (�ε ) for all 0 ≤ τ ≤ 1, ind�

ε
F

represents, in fact, an element inK (� ε ) that we denote by

ind�
ε

{
σ∂
(
b′

11
)
(y, η), σe′

(
b′

11
)
(y, η)

}
∈ K (� ε ) .(70)

Our next objective is to check, whether the operator familyb′
11(y, η) for an elliptic symbol

p(x, ξ) ∈ S0;0
clξ;x

(� n
+ ×

�n)
tr can be completed to a block matrix valued symbol

b′(y, η) =

(
b′

11 b12
b21 b22

)
(y, η) ∈ S0;0

clη;y

(�n−1 ×
�n−1; E, Ẽ

)
,(71)

E =

L2(
�

+)

⊕

� N−

, Ẽ =

L2(
�

+)

⊕

� N+

(72)

with suitableN−, N+, such that the homogeneous symbols

σ∂
(
b′
)
(y, η) ∈ S(0)η , (y, η) ∈

�n−1 ×
(�n−1 \ 0

)
,(73)

σe′

(
b′
)
(y, η) ∈ S(0)y , (y, η) ∈

(�n−1 \ 0
)
×
�n−1 ,(74)

σ∂,e′

(
b′
)
(y, η) ∈ S(0;0)

η;y , (y, η) ∈
(�n−1 \ 0

)
×
(�n−1 \ 0

)
,(75)

are isomorphisms.

THEOREM 9. Let p(x, ξ) ∈ S0;0
clξ;x

(� n
+ ×

�n)
tr be (σψ , σe, σψ,e)-elliptic, i.e., relations

(59), (60) and (61) are fulfilled. Then the following conditions are equivalent:

(i ) The families of Fredholm operators L2(
�

+) → L2(
�

+)

σ∂
(
b′

11
)
(y, η) for (y, η) ∈

�n−1 ×
(�n−1 \ 0

)
,(76)

σe′

(
b′

11
)
(y, η) for (y, η) ∈

(�n−1 \ 0
)
×
�n−1 ,(77)

σ∂,e′

(
b′

11
)
(y, η) for (y, η) ∈

(�n−1 \ 0
)
×
(�n−1 \ 0

)
(78)

can be completed to D0,0
(�

+; N−, N+
)
-valued families of isomorphisms (73), (74) and

(75), respectively.

(i i )

ind�
ε

{
σ∂
(
b′

11
)
, σe′

(
b′

11
)}

∈ π∗
+K ({+}) ,(79)

whereπ+ : � ε → {+} is the projection of� ε to a single point{+}, (K({+}) = �).

Proof. (i ) ⇒ (i i ): In the construction of the proof we chooseε > 0 sufficiently small. Assume
that we have isomorphism-valued symbols (73), (74) and (75), associated with the given upper
left corners (76), (77) and (78). Then the above Fredholm family F(m) on �ε , associated with{
σ∂
(
b′

11

)
, σe′

(
b′

11

)}
has the property ind�

ε
F =

[
� N+

]
−
[
� N−

]
, i.e., ind�

ε
F ∈ � which

implies ind�
ε

{
σ∂
(
b′

11

)
, σe′

(
b′

11

)}
∈ � ∼= π∗

+K ({+}).

(i i ) ⇒ (i ): Condition ind�
ε

{
σ∂
(
b′

11

)
, σe′

(
b′

11

)}
∈ π∗

+K ({+}) implies the existence of

numbersN± ∈ � with ind�
ε

{
σ∂
(
b′

11

)
, σe′

(
b′

11

)}
=
[
� N+

]
−
[
� N−

]
. ReplacingN± by N± +
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M for sufficiently largeM and denoting the enlarged numbers again byN± we find operator
families

k(m) : � N− −→ L2(
�

+) , t (m) : L2(
�

+) −→ � N+ , q(m) : � N− −→ � N+ ,

such that

f (m) :=

(
F(m) k(m)
t (m) q(m)

)
:

L2(
�

+)

⊕

� N−

−→

L2(
�

+)

⊕

� N+

(80)

is a family of isomorphisms, continuously parametrized by�ε . It is evident that they can be cho-
sen asD0;0(�

+; N−, N+

)
-valued functions, similarly to the construction of bijective boundary

symbols in the local algebra of boundary value problems withthe transmission property. In
addition it is clear that the functionsk(m), t (m) andq(m) can be chosen to be smooth in(y, η).

Let us now define a Fredholm familyF1(m) for m ∈ �1
ε by

F1(m) = F(m)

for m ∈ �ε ,
F1(m) = (1 − λ)σ∂

(
b′

11
)
(y, η)+ λσ∂,e′

(
b′

11
)
(y, η)

for Rε ≤ |y| ≤ Rε + 1, |η| = Rε , whereλ = Rε − |y|,

F1(m) = (1 − λ)σe′

(
b′

11
)
(y, η)+ λσ∂,e′

(
b′

11
)
(y, η)

for |y| = Rε, Rε ≤ |η| ≤ Rε + 1, whereλ = Rε − |η|.

Estimates (64) and (66) show thatF1 is a family of Fredholm operators on�1
ε , provided

ε > 0 is sufficiently small. We can construct a family of isomorphisms

f 1(m) :=

(
F1(m) k1(m)
t1(m) q1(m)

)
:

L2(
�

+)

⊕

� N−

−→

L2(
�

+)

⊕

� N+

,(81)

m ∈ �1
ε , similarly as f (m) (if necessary, we takeN−, N+ larger than before), wheref 1|�

ε
= f .

SinceF(m) is a-priori given on�∞
ε , we can also form

f̃ 1(m) :=
(

F(m) k1(m)
t1(m) q1(m)

)
:

L2(
�

+)

⊕

� N−

−→

L2(
�

+)

⊕

� N+

,

m ∈ �1
ε . Due to (64) and (66) this is a family of Fredholm operators. Clearly, we may choose

f̃ 1(m) in such a way thatf̃ 1|Z1
ε

and f̃ 1|H1
ε

are smooth in(y, η). Let us finally look at�∞
ε .

The operator functionf 1, first given on�1
ε , canonically extends to�∞

ε by homogeneity of order
zero to�∞

ε \ �1
ε in y andη. Let f ∞ denote this extension,

f ∞(m) :=

(
F∞(m) k∞(m)
t∞(m) q∞(m)

)
(82)

i.e., f ∞|�1
ε

= f 1. Since f ∞ is obtained by homogeneous extension of a family of isomor-
phisms, it is again isomorphism-valued. Moreover, we can also form

f̃ ∞(m) :=

(
F(m) k∞(m)

t∞(m) q∞(m)

)
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which is a family of isomorphisms because of the corresponding property of (82) and relations
(64) and (66).

Then, to get (73), (74) and (75), it suffices to defineσ∂ (b′)(y, η) as the extension by homo-
geneity 0 inη of f̃ ∞|Z∞

ε
to
�n−1 ×

(�n−1 \ 0
)
, σe′(b′)(y, η) as the extension by homogeneity

0 in y of f̃ ∞|H∞
ε

to
(�n−1 \ 0

)
×
�n−1 andσ∂,e′(b′)(y, η) as the extension by homogeneity 0

in y andη of f̃ ∞|{|y|=Rε+1,|η|=Rε+1} to
(�n−1 \ 0

)
×
(�n−1 \ 0

)
. To justify the notation in

(73), (74) and (75) (i.e., to generate the latter homogeneous functions in terms of a symbol (71))
we can first formb′′(y, η) = χ(η)σ∂ (b′)(y, η) + χ(y)

{
σe′(b′)(y, η) − χ(η)σ∂,e′ (b′)(y, η)

}
∈

S0;0
clη;y

(�n−1 ×
�n−1; E, Ẽ

)
, cf. the second part of Remark 5, and then defineb′(y, η) by replac-

ing the upper left entry ofb′′(y, η) by b′
11(y, η).

REMARK 19. Notice that Theorem 9 is an analogue of the Atiyah-Bott condition for the
existence of elliptic boundary conditions to an elliptic operatorA, cf. also Section 4.4 below.

The canonical projectionT∗�n−1 →
�n−1 restricted to the subset� ε ⊂ T∗�n−1 gives

us a projectionπε : � ε → Bε :=
{
y ∈

�n−1 : |y| ≤ Rε
}
. Condition (79) can equivalently be

written
ind�

ε

{
σ∂
(
b′

11
)
, σe′

(
b′

11
)}

∈ π∗
ε K (Bε) ,

sinceBε is contractible to a point{+}.

COROLLARY 2. Given a symbol p(x, ξ) ∈ S0;0
clξ;x

(� n
+ ×

�n)
tr that is

(
σψ , σe, σψ,e

)
-

elliptic, under the condition (79) for b′11(y, η) = op+(p|t=0)(y, η) we find a

b(y, η) ∈ �0,0;0
cl

(�n−1 ×
�n−1; N−, N+

)

for suitable N−, N+ ∈ � , such that (76), (77) and (78) are isomorphims L2(
�

+) ⊕ � N− →

L2(
�

+)⊕� N+ , cf. Definition 7. To constructb(y, η) it suffices to defineb(y, η) by replacing the
upper left entry ofb′′(y, η) by op+(p�)(y, η) for p�(x, ξ) = χ�(x)p(x, ξ) with some global
admissible cut-off functionχ�, cf. Definition 3.

PROPOSITION5. Let G ∈ B0,0;0
G,cl

(� n
+

)
be an operator such that A:= 1 + G is elliptic in

the sense of Definition 7. Then there is aG̃ ∈ B0,0;0
G,cl

(� n
+

)
such thatÃ := 1+ G̃ is a parametrix

of A, i.e., ÃA − 1, ÃA− 1 ∈ B−∞,0;−∞
(� n

+

)
.

Proof. Let us first observe that for everyg ∈ 00(�
+
) (

i.e., g ∈ �
(
L2(

�
+)
))

with g, g∗ :

L2(
�

+) → � (�+) being continuous, cf. Section 3.1, we haveag, ga ∈ 00(�
+
)

for every
a ∈ �

(
L2(

�
+)
)
. Then, if 1+ g : L2(

�
+) → L2(

�
+) for a g ∈ �

(
L2(

�
+)
)

is invertible,

we havea = (1 + g)−1 ∈ �
(
L2(

�
+)
)

anda(1 + g) = 1 = a + ag, i.e., a = 1 + g̃ for
g̃ = −ag ∈ 00(�

+
)
. Analogous conclusions are valid for the symbolsσ∂ (1 + G), σe′ (1 + G)

andσ∂,e′(1 + G). Then, setting

g̃∂ (y, η) := σ∂ (1 + G)−1(y, η)− 1 ,

g̃e′(y, η) := σe′(1 + G)−1(y, η)− 1 ,

g̃∂,e′(y, η) := σ∂,e′(1 + G)−1(y, η)− 1 ,

we can formg̃(y, η) := χ(η)g̃∂ (y, η) + χ(y)
(
g̃e′ (y, η) − χ(η)g̃∂,e′(y, η)

)
∈ R0,0;0

G,cl

(�n−1 ×
�n−1) cf. Remark 5. For̃G1 = Opy(g̃) we then have(1 + G)

(
1 + G̃1

)
= 1 + G̃2 where
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G̃2 ∈ B−1,0;−1
G,cl

(� n
+

)
. ThenG̃ j

2 ∈ B− j ,0;− j
G,cl

(� n
+

)
for all j , and we can carry out the asymptotic

sum
∑∞

j =0(−1) j G̃ j
2 in the class of operators 1+ B−1,0;−1

G,cl

(� n
+

)
(which is just a version of the

formal Neumann series argument in our operator class). In other words, we can find ãG3 ∈

B−1,0;−1
G,cl

(� n
+

)
such that

(
1 + G̃2

)(
1 + G̃3

)
= 1 + C for C ∈ B−∞,0;−∞

(� n
+

)
. Because

(
1+ G̃1

)(
1+ G̃3

)
= 1+ G̃ for someG̃ ∈ B0,0;0

G,cl

(� n
+

)
we get(1+G)

(
1+ G̃

)
= 1+C. Similar

arguments from the left yield ã̃G ∈ B0,0;0
G,cl

(� n
+

)
with

(
1+ ˜̃G

)
(1+ G)−1 ∈ B−∞,0;−∞

(� n
+

)
.

Then a standard algebraic argument gives usG̃ = ˜̃G mod B−∞,0;−∞
(� n

+

)
. In other words

Ã = 1 + G̃ is as desired.

Proof of Theorem 8.As noted in Remark 18 we may content ourselves with the caseµ = d =

δ = 0. The ellipticity of
�

with respect to
(
σψ (

�
), σe(

�
), σψ,e(

�
)
)

allows us to form a

symbol p(x, ξ) = χ(ξ)σψ (
�
)−1(x, ξ) + χ(x)

{
σe(

�
)−1(x, ξ) − χ(ξ)σψ,e(

�
)−1(x, ξ)

}
∈

S0;0
clξ;x

(� n
+ ×

�n)
tr, where

(
σψ (p), σe(p), σψ,e(p)

)
=
(
σψ (

�
)−1, σe(

�
)−1, σψ,e(

�
)−1). We

now observe thatp(x, ξ)meets the assumption of Theorem 9. In fact, the original symbol a(x, ξ)
belonging to

�
satisfies these conditions because the assumed bijectivities just correspond to the

ellipticity of
�

with respect to
(
σ∂ (

�
), σe′ (

�
), σ∂,e′ (

�
)
)
. Hence relation (80) with respect to

a(x, ξ) is fulfilled. This implies the corresponding relation with respect top(x, ξ) because the
index element inπ∗

+K ({+}) is just the inverse of that fora(x, ξ). By construction we have

p(x, ξ)a(x, ξ) = 1 + r (x, ξ) for anr (x, ξ) ∈ S−1;−1
clξ;x

(� n
+ ×

�n)
tr. This yields

p(x, ξ)#a(x, ξ) = 1 + r̃ (x, ξ)(83)

for anr̃ (x, ξ) ∈ S−1;−1
clξ;x

(� n
+×

�n)
tr. A formal Neumann series argument, applied to 1+ r̃ (x, ξ)

in terms of the Leibniz multiplication # gives us a symbolq̃(x, ξ) ∈ S−1;−1
clξ;x

(� n
+ ×

�n)
tr such

that (1 + q̃(x, ξ))#(1 + r̃ (x, ξ)) = 1 mod S−∞;−∞
(� n

+ ×
�n). Setting p̃(x, ξ) = (1 +

q̃(x, ξ))#p(x, ξ) from relation (83) we get̃p(x, ξ)#a(x, ξ) = 1 mod S−∞;−∞
(� n

+ ×
�n).

Applying Corollary 2 top̃(x, ξ) we can generate ab(y, η) of the asserted kind, more precisely

b(y, η) ∈ �0,0;0
cl

(�n−1 ×
�n−1). Then the operator

�̃ := Op(b)+
(

R 0
0 0

)

for R := (1 − χ�(x))Opx( p̃), cf. Definition 3, has the property
�
�̃ = � + � for some� ∈

�0,0;0
cl

(� n
+; N+, N+

)
. Since

�
and�̃ are both elliptic also� +� is elliptic. Applying Theorem 7

to N = N+ we can pass to the elliptic operator
�

N+
(� + � )�−1

N+
that has the form 1+ G for a

G ∈ B0,0;0
G,cl

(� n
+

)
. Proposition 5 gives us ãG ∈ B0,0;0

G,cl

(� n
+

)
such that(1+ G)

(
1+ G̃

)
= 1+ C

for a C ∈ B−∞,0;−∞
(� n

+

)
. It follows that

�
N+

�
�̃
�−1

N+

(
1 + G̃

)
= 1 + C for an element

C ∈ B−∞,0;−∞
(� n

+

)
. This yields

�
�̃
�−1

N+

(
1 + G̃

)�
N+

=
�−1

N+
(1 + C)

�
N+

= 1 +
�

for a remainder
�

∈ �−∞,0;−∞
(� n

+; N+, N+
)
. Hence,

�0 := �̃
�−1

N+

(
1 + G̃

)�
N+

∈ �0,0;0
cl

(�n
+; N+, N−

)



336 D. Kapanadze – B.-W. Schulze

is a right parametrix of
�

. In an analogous manner we can construct a parametrix from the left;
then a standard argument shows that�0 is also a left parametrix. In other words, when we go
back to the original orders of Theorem 8, we get a parametrix� by formula (58), where its type
is (d −µ)+ and the typesdl anddr of remainders are an immediate consequence of Theorem 5.
The Fredholm property of (57) follows from the fact that the remainders are compact operators
in the respective spaces, since they improve smoothness andweight. This completes the proof
of Theorem 8.

4. The global theory

4.1. Boundary value problems on smooth manifolds

The calculus of boundary value problems that we intend to develop in Section 4.2 below on a
manifold with exits to infinity will be a substructure of a corresponding calculus on a general
(not necessarily compact) smooth manifold with smooth boundary. This is, in fact, Boutet de
Monvel’s algebra [3] that we employ as the corresponding background. Concerning details, cf.
the monograph of Rempel and Schulze [16] or Schulze [30], Chapter 4. For future references we
want to give a brief description.

Let M be a smooth manifold with smooth boundary∂M, choose vector bundlesE, F ∈

Vect(M), J−, J+ ∈ Vect(∂M) and setv =
(
E, F; J−, J+

)
. We then have the space�−∞,0(M;

v) of all smoothing operatorsC∞
0 (M, E)⊕ C∞

0 (∂M, J−) → C∞(M, F) ⊕ C∞
(
∂M, J+

)
of

type 0 that are given by correspondingC∞ kernels, smooth up to boundary (in the corresponding
variables onM). Integrations refer to Riemannian metrics onM and∂M that we keep fixed in
the sequel, further to Hermitian metrics in the occurring vector bundles. Assume that the Rie-
mannian metric onM induces the product metric of(∂M) × [0, 1) in a collar neighbourhood
of ∂M. Incidentally we employ 2M, the double ofM, obtained by gluing together two copies
of M along∂M by an identification diffeomorphism. OnM we have the space Diffj (M; E, F)
of all differential operators of orderj acting between sections in the bundlesE and F . Then
�−∞,d(M; v), the space of all smoothing operators onM of typed ∈ � , is defined to be the set
of all

� = �0 +

d∑

j =1

� j

(
D j 0
0 0

)

for arbitrary�0, . . . , �d ∈ �−∞,0(M; v) and D j ∈ Diff j (M; E, F). To introduce the space
of Green operators onM we first consider an open set� ⊆

�n−1, n = dim M, and define

�µ,dG

(
� ×

�n−1; k,m; N−, N+
)
, the space of all Green symbols of orderµ and typed, to be

the set of all

g(y, η) = g0(y, η)+

d∑

j =1

g j (y, η)

(
∂

j
t 0
0 0

)

for g j (y, η) ∈ �µ− j ,0
G

(
� ×

�n−1; k,m; N−, N+
)
. Here� ν,0G

(
� ×

�n−1; k,m; N−, N+
)

3

g(y, η) is given by the conditions

g(y, η) ∈ Sνcl

(
�×

�n−1; L2
(�

+, � k
)

⊕ � N− , �
(�

+, � m
)

⊕ � N+

)
,

g∗(y, η) ∈ Sνcl

(
�×

�n−1; L2 (�
+ , � m)⊕ � N+ , �

(�
+, � k

)
⊕ � N−

)
,

x = (y, t) is the splitting of variables in local coordinates near∂M (cf. analogously Defini-
tion 4), andk, m, N− and N+ are the fibre dimensions ofE, F , J− and J+, respectively.
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Now �µ,dG (M; v) is defined to be the set of all operators of the form�0 +
�

for arbitrary�
∈ �−∞,d(M; v) and operators�0 that are concentrated in a collar neighbourhood of∂M

and are locally finite sums of operators of the form Op(g) for certaing(y, η) ∈ �µ,dG

(
� ×

�n−1; k,m; N−, N+
)
. The pull-backs refer to chartsU → � ×

�
+ for coordinate patchesU

near∂M and trivializations of the involved bundles; “�0 concentrated near∂M” means that for
certain functionsφ, ψ ∈ C∞(M) that equal 1 in a collar neighbourhood of∂M and 0 outside
another collar neighbourhood of∂M we have�0 = � φ�0� ψ , cf. similar notation in (92)
below.

Finally, letLµcl

(
2M; Ẽ, F̃

)
tr for Ẽ, F̃ ∈ Vect(2M) denote the subspace of all̃A ∈ Lµcl

(
2M;

Ẽ, F̃
)

(classical “inξ -variables”) pseudo-differential operators on 2M of orderµ acting be-
tween sections of the bundles̃E, F̃ that have the transmission property with respect to∂M.
We employ the standard Sobolev spacesHs

comp(M, E), Hs
loc(M, E) of smoothnesss ∈

�

for bundlesE ∈ Vect(M). “comp” and “loc” are understood in the senseHs
comp(M, E) =

Hs
comp

(
2M, Ẽ

)∣∣
M , Hs

loc(M, E) = Hs
loc

(
2M, Ẽ

)∣∣
M for any Ẽ ∈ Vect(2M) with E = Ẽ|M .

For everyÃ ∈ Lµcl

(
2M; Ẽ, F̃

)
tr and E = Ẽ|M , F = F̃ |M we can form r+ Ãe+, where e+ is

the extension by zero from intM to 2M and r+ the restriction from 2M to intM; this gives us
continuous operators

r+ Ãe+ : Hs
comp(M, E) −→ Hs−µ

loc (M, F)

for all s> −1
2 .

DEFINITION 9. The space�µ,d(M; v) for µ ∈ �, d ∈ � , v =
(
E, F; J−, J+

)
, is defined

to be the set of all operators

�
=

(
r+ Ãe+ 0

0 0

)
+ �(84)

for arbitrary Ã ∈ Lµcl

(
2M; Ẽ, F̃

)
tr and� ∈ �µ,dG (M; v).

An operator
�

∈ �µ,d(M; v) induces continuous operators

�
:

Hs
comp(M, E)

⊕

Hs
comp

(
∂M, J−

) −→

Hs−µ
loc (M, F)

⊕

Hs−µ
loc

(
∂M, J+

)

for all s> d− 1
2 (which entails continuity betweenC∞ sections). In particular, ifM is compact,

“comp” and “loc” are superfluous, and we get continuous operators

�
:

Hs(M, E)
⊕

Hs (∂M, J−
) −→

Hs−µ(M, F)
⊕

Hs−µ (∂M, J+
)
.

(85)

The principal symbol structure of
�

∈ �µ,d(M; v) consists of a pair

σ(
�
) =

(
σψ (

�
), σ∂ (

�
)
)
,

whereσψ (
�
), the homogeneous principal interior symbol of orderµ, is a bundle homomorphism

σψ (
�
) := σψ

(
Ã
) ∣∣

T∗M\0 : π∗
ψE −→ π∗

ψ F ,(86)
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for πψ : T∗M \ 0 −→ M, andσ∂ (
�
), the homogeneous principal boundary symbol of orderµ,

a bundle homomorphism

σ∂ (
�
) : π∗

∂




E′ ⊗ �
(�

+
)

⊕

J−


 −→ π∗

∂




F ′ ⊗ �
(�

+
)

⊕

J+


(87)

for π∂ : T∗(∂M) \ 0 → ∂M. Alternatively,σ∂ (
�
) may be regarded as a homomorphism

σ∂ (
�
) : π∗

∂




E′ ⊗ Hs(
�

+)

⊕

J−


 −→ π∗

∂




F ′ ⊗ Hs−µ(
�

+)

⊕

J+


(88)

for all s> d − 1
2 , cf. Remark 16. Setting symb�µ,d(M; v) =

{
σ(
�
) :

�
∈ �µ,d(M; v)

}
there

is a map

op : symb�µ,d(M; v) −→ �µ,d(M; v)

with σ ◦ op = id on the symbol space. We haveσ(
�
) = 0 ⇒

�
∈ �µ−1,d(M; v); if M is

compact, the operator (85) is compact when its symbol vanishes.

THEOREM 10. Let M be compact; then
�

∈ �µ,d(M; v), v =
(
E0, F; J0, J+

)
, and� ∈

�ν,e(M; w), w = (E, E0; J−, J0), implies
�� ∈ �µ+ν,h(M; v◦w), for h = max(ν+d,e), v◦

w =
(
E, F; J−, J+

)
, and we haveσ(

�� ) = σ(
�
)σ (� ) (with componentwise multiplication).

An analogous result holds for general M when we replace the composition by
�� φ� for a

compactly supportedφ ∈ C∞(M) whereσ(
�� φ� ) = σ(

�� φ)σ (� ).

An operator
�

∈ �µ,d(M; v) is called elliptic, if both (86), and (87) are isomorphisms (the
second condition is equivalent to the bijectivity of (88) for all s> max(µ,d)− 1

2).

THEOREM 11. Let M be compact. Then the following conditions are equivalent:

(i )
�

∈ �µ,d(M; v) is elliptic,

(i i ) the operator (85) is Fredholm for some s= s0 > max(µ,d)− 1
2 .

If
�

is elliptic, then (85) is a Fredholm operator for all s> max(µ, d) − 1
2 , and there is a

parametrix� ∈ �−µ,(d−µ)+
(
M; v−1) of

�
in the sense

�
�

− � ∈ �−∞,dl (M; vl ) ,
�
� − � ∈ �−∞,dr (M; vr )(89)

for dl = max(µ,d), vl = (E, E; J−, J−), dr = (d − µ)+, vr =
(
F, F; J+, J+

)
.

REMARK 20. Ellipticity of
�

∈ �µ,d(M; v) for non-compactM entails the existence of a
parametrix� ∈ �−µ,(d−µ)+

(
M; v−1), where (89) is to be replaced by

� ψ�� φ
�

−� φ ∈ �−∞,dl (M; vl ) , � φ
�� ψ� −� φ ∈ �−∞,dr (M; vr )

for arbitraryφ,ψ ∈ C∞
0 (M) with φψ = φ (and� φ ,� ψ being the multiplication operators,

containing evident tensor products with the identity maps in the respective vector bundles).
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4.2. Calculus on manifolds with exits to infinity

In this paper a manifoldM with boundary and conical exits to infinity is defined to be a smooth
manifold with smooth boundary containing a submanifoldC that is diffeomorphic (in the sense
of manifolds with boundary) to(1− ε,∞)× X with a smooth compact manifoldX with smooth
boundaryY, whereM \ C is compact. Concerning the local descriptions we proceed similarly
to Section 2.3 above. To simplify the considerations we assume (without loss of generality) that
there is a smooth manifold 2M without boundary (the double ofM) where 2M has conical exits
to infinity, cf. Section 2.3, with 2X being the base of the infinite part of 2M that is diffeomorphic
to (1−ε,∞)×(2X). Here 2X, the double ofX, is obtained from two copies ofX, glued together
along the common boundaryY by an identification diffeomorphism to a smooth closed compact
manifold.

To describe the pseudo-differential calculus of boundary value problems onM we mainly
concentrate onC; the calculus on the “bounded” part ofM has been explained in Section 4.1.
If
{
Ũ j
}

j =1,...,N denotes an open covering of 2M of analogous meaning as (11), we have the

subsystem
{
Ũ j
}

j =L+1,...,N of “infinite” neighbourhoods. Without loss of generality wecan

choose the numeration in such a way thatŨ j ∩ ∂M = ∅ for j = L + 1, . . . , B, Ũ j ∩ ∂M 6= ∅

for j = B + 1, . . . , N, for a certainL + 1 ≤ B ≤ N. Similarly to Section 2.3 we have charts

χ̃ j : Ũ j −→ Ṽj , j = B + 1, . . . , N

whereṼj =
{
x ∈

�n : |x| > 1−ε, x
|x|

∈ V1
j

}
for certain open sets̃V1

j ⊂ Sn−1, n = dim(2M).

We may (and will) assume that̃U j has the form 2U j for an infinite neighbourhoodU j on M,
U j ∩ ∂M 6= ∅, that is glued together with its counterpart tõU j = 2U j alongŨ j ∩ ∂M, where

χ̃ j : Ũ j ∩ ∂M → Ṽj ∩
�n−1 and

χ j := χ̃ j
∣∣
U j

: U j −→ Ṽj ∩
� n

+ =: Vj , j = B + 1, . . . , N .(90)

Let U ⊂ M be a neighbourhood ofM that equalsU j for someB + 1 ≤ j ≤ N, and

let χ : U → V ⊂
� n

+ be the chart corresponding to (90). We callU a local admissible
neighbourhood and anyφ ∈ C∞(U) a local admissible cut-off function onM if φ = χ∗~

for some local admissible cut-off function~ in
� n

+ (that is supported inV), cf. Definition 3.
Moreover, the above-mentioned infinite partC ∼= (1 − ε,∞) × X of M allows us to define
global admissible neighbourhoods onM, namely sets of the form(1 − ε,∞) × Y × [0, β) for
some (small)β > 0, whereY × [0, β) denotes a corresponding collar neighbourhood ofY in
X. Then aφ� ∈ C∞(M) is called a global admissible cut-off function onM if 0 ≤ φ� ≤ 1,

suppφ� ⊂
(
1 − ε

2,∞
)
×Y× [0, β), φ� = 1 for m ∈ (1,∞)×Y×

[
0, β2

)
, andφ(λm) = φ(m)

for all λ ≥ 1, m ∈ (R,∞)× Y ×
[
0, β2

)
for someR> 1.

Given a vector bundleE ∈ Vect(M) we fix anẼ ∈ Vect(2M) such thatE = Ẽ|M . In Sec-

tion 2.3 we have defined weighted Sobolev spacesHs;%(2M, Ẽ
)

for s, % ∈
�

. Let Hs;%
0 (M, E)

denote the subspace of allu ∈ Hs;%(2M, Ẽ
)

with suppu ⊆ M. Similarly, denoting byM−

the negative counterpart ofM in 2M, we haveHs;%
0 (M−, E−) for E− = Ẽ|M−

. Let r+ be the
operator of restriction to intM = M \ ∂M, and set

Hs;%(M, E) =
{
r+u : u ∈ Hs;% (2M, Ẽ

)}
.(91)
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There is then an isomorphism of (91) to the spaceHs;%(2M, Ẽ
)
/Hs;%

0 (M−, E−) which gives
us a Banach space structure on (91) (in fact, a Hilbert space structure) via the quotient topology.
Similarly to (12) we introduce the Schwartz space� (M, E) of sections inE.

Let Lµ;δ
cl

(
2M; Ẽ, F̃

)
tr for Ẽ, F̃ ∈ Vect(2M) denote the subspace of all̃A ∈ Lµ;δ

cl

(
2M; Ẽ,

F̃
)

that have the transmission property with respect to∂M. Then, if e+ is the operator of exten-

sion by zero fromM to 2M, analogously to (4) we form r+ Ãe+ for arbitrary Ã ∈ Lµ;δ
cl

(
2M; Ẽ,

F̃
)
tr and get continuous operators

r+ Ãe+ : Hs;%(M, E) −→ Hs−µ;%−δ(M, F)

for all s> −1
2 and% ∈

�
.

In order to introduce the global space of pseudo-differential boundary value problems on
M we first introduce the smoothing elements of type 0. LetE, F ∈ Vect(M), J−, J+ ∈

Vect(∂M). Recall that all bundles are equipped with Hermitian metrics (homogeneous of order
zero in the axial variable of the conical exits). Moreover, on M and∂M we have fixed Rieman-
nian metrics such that the metric on∂M is induced by that onM. There are then associated
measures dm on M and dn on ∂M. Now �−∞,0;−∞(M; v) for v =

(
E, F; J−, J+

)
is defined

to be the space of all operators

�
=

(
C11 C12
C21 C22

)
:

Hs;%(M, E)
⊕

Hs;% (∂M, J−
) −→

� (M, F)
⊕

�
(
∂M, J+

)

s, % ∈
�

such thatCi j are integral operators with kernelsci j , wherec11(m,m
′) ∈ � (M, F)⊗̂π

� (M, E∗), c12(m, n
′) ∈ � (M, F)⊗̂π � (∂M, (J−)∗), c21(n,m

′) ∈ �
(
∂M, J+

)
⊗̂π � (M, E∗),

c22(n,n
′) ∈ �

(
∂M, J+

)
⊗̂π� (∂M, (J−)∗) and

(C11u)(m) =

∫

M

(
c11

(
m,m′

)
,u
(
m′
))

E dm′

with (·, ·)E denoting the pointwise pairing in the fibers ofE, etc. Let Diffj ;δcl (M; E, E) be the
space of all differential operators of orderj on M (acting on sections of the bundlesE) that

belong toL j ;δ
cl (M; E, E) (cf., in particular, formula (40)). Then the space�−∞,d;−∞(M; v) of

all smoothing operators of typed ∈ � is defined to be the set of all

�
=
�

0 +

d∑

j =1

�
j

(
D j 0
0 0

)

for arbitrary
�

j ∈ �−∞,0;−∞(M; v) andD j ∈ Diff j ;0
cl (M; E, E).

Next we introduce the space of classical Green operators onM, that is an analogue of

�µ,d;δ
G,cl

(� n
+; N−, N+

)
, cf. Definition 6. First, for arbitraryk,m ∈ � there is an evident block-

matrix version�µ,d;δ
G,cl

(� n
+; k,m; N−, N+

)
. Every operator� in this space is continuous in the

sense

� :
Hs;%(�n

+ , � k )

⊕

Hs;%(�n−1, � N−
) −→

Hs−µ;%−δ
(�n

+ , � m)

⊕

Hs−µ;%−δ
(�n−1, � N+

)
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for s> d − 1
2. If ~ andϑ are local admissible cut-off functions in

� n
+, we have

� ~�� ϑ ∈ �µ,d;δ
G,cl

(� n
+; k,m; N−, N+

)
,(92)

for every � ∈ �µ,d;δ
G,cl

(� n
+; k,m; N−, N+

)
, where� ~ is the operator of multiplication by

diag
(
~⊗id� m , ~|�n−1⊗id� N+

)
and similarly� ϑ . Given bundlesE, F ∈ Vect(M), J−, J+ ∈

Vect(∂M), an operator

� :
Hs;%(M, E)

⊕

Hs;% (∂M, J−
) −→

Hs−µ;%−δ(M, F)
⊕

Hs−µ;%−δ
(
∂M, J+

)(93)

is said to be supported in a global admissible neighbourhoodof ∂M if there are global admissible
cut-off functionsφ�, ψ� on M such that� = � φ�

�� ψ�
. Similarly, we say that a� ∈

�µ,d;δ
G,cl

(� n
+; k,m; N−, N+

)
is supported in a local admissible set in

� n
+ if � satisfies a relation

� = � ~ �� ϑ for certain local admissible cut-off functions~ andϑ . If χ : U → V is
one of the charts (90), we have an associated chartχ ′ : U ∩ ∂M → V ∩

�n−1, and there are
corresponding trivializations of the bundlesE, F and J−, J+, respectively.χ gives rise to a
push-forward of operators

χ∗� φ�� ψ :
Hs;%(�n

+, � k )

⊕

Hs;%(�n−1, � N−
) −→

Hs−µ;%−δ
(�n

+, � m)

⊕

Hs−µ;%−δ
(�n−1, � N+

) ,

wherek,m andN−, N+ are the fibre dimensions of the bundlesE, F andJ−, J+, respectively,
andφ,ψ local admissible cut-off functions supported byU .

Now �µ,d;δ
G,cl (M; v) for v =

(
E, F; J−, J+

)
is defined to be the set of all operators� =

�0 + �1 +
�

, where
�

∈ �−∞,d;−∞(M; v) and

(i) �0 is supported in∪B+1≤ j ≤NU j , cf. (90), where

χ j ∗� φ j �0� ψ j ∈ �µ,d;δ
G,cl

(� n
+; k,m; N−, N+

)

for arbitrary local admissible cut-off functionsφ j andψ j on M supported inU j , B+1 ≤

j ≤ N.

(ii) �1 is an operator (93) that is supported in a collar neighbourhood of the boundary of the
finite partM, i.e.,∂

(
M \ C

)
, and it is a Green operator of orderµ and typed in Boutet de

Monvel’s algebra onM \ C.

It can be easily proved that this is a correct definition; in fact, the operators in the space

�µ,d;δ
G,cl

(� n
+; k,m; N−, N+

)
, supported in an admissible set in

� n
+, are invariant under the tran-

sition maps generated by the charts and corresponding trivializations of the involved bundles.

DEFINITION 10. The space�µ,d;δ
cl (M; v) for µ ∈ �, d ∈ � , δ ∈

�
andv =

(
E, F; J−,

J+
)
, E, F ∈ Vect(M), J−, J+ ∈ Vect(∂M), is defined to be the set of all operators

�
=

(
r+ Ãe+ 0

0 0

)
+ �(94)

for arbitrary Ã ∈ Lµ;δ
cl

(
2M; Ẽ, F̃

)
tr (with Ẽ|M = E, F̃ |M = F) and� ∈ �µ,d;δ

G,cl (M; v).
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THEOREM 12. Every operator
�

∈ �µ,d;δ
cl (M; v), v =

(
E, F; J−, J+

)
, induces continu-

ous operators

�
:

Hs;%(M, E)
⊕

Hs;% (∂M, J−
) −→

Hs−µ;%−δ(M, F)
⊕

Hs−µ;%−δ
(
∂M, J+

)

for all real s> d − 1
2 and all% ∈

�
. In particular,

�
is also continuous in the sense

�
:

� (M, E)
⊕

�
(
∂M, J−

) −→

� (M, F)
⊕

�
(
∂M, J+

) .

This result is an easy consequence of Theorem 6 and Remark 14.

Similarly to the global principal symbol structure of operators on a closed manifold with
exit to infinity, cf. Section 2.3, we now introduce global principal symbols for an operator�

∈ �µ,d;δ
cl (M; v), v =

(
E, F; J−, J+

)
for E, F ∈ Vect(M), J−, J+ ∈ Vect(∂M). The

principal interior symbols only depend oñA in (94). According to formulas (13), (15), (16), we

have
(
σψ
(
Ã
)
, σe

(
Ã
)
, σψ,e

(
Ã
))

for any Ã ∈ Lµ;δ
cl

(
2M; Ẽ, F̃

)
, where

σψ
(
Ã
)

: π∗
ψ Ẽ −→ π∗

ψ F̃ , πψ : T∗(2M) \ 0 −→ 2M ,

σe
(
Ã
)

: π∗
e Ẽ −→ π∗

e F̃ , πe : T∗(2M)|(2X)∧∞
−→ (2X)∧∞ ,

σψ,e
(
Ã
)

: π∗
ψ,eẼ −→ π∗

ψ,eF̃ , πψ,e :
(
T∗(2M) \ 0

) ∣∣
(2X)∧∞

−→ (2X)∧∞ .

Restricting this toM (and taking for the projections the same notation) we get

σψ (
�
) := σψ

(
Ã
) ∣∣

T∗M\0 : π∗
ψE −→ π∗

ψ F , πψ : T∗M \ 0 −→ M ,(95)

σe(
�
) := σe

(
Ã
) ∣∣

T∗M |X∧
∞

: π∗
e E −→ π∗

e F , πe : T∗M|X∧
∞

−→ X∧
∞ ,(96)

σψ,e(
�
) := σψ,e

(
Ã
) ∣∣
(T∗ M\0)|X∧

∞

: π∗
ψ,eE −→ π∗

ψ,eF ,

πψ,e :
(
T∗M \ 0

) ∣∣
X∧

∞
−→ X∧

∞ .
(97)

Concerning the principal boundary symbol components we first have

σ∂ (
�
) : π∗

∂




E′ ⊗ �
(�

+
)

⊕

J−


 −→ π∗

∂




F ′ ⊗ �
(�

+
)

⊕

J+


(98)

for π∂ : T∗(∂M) \ 0 → ∂M, according to the inclusion�µ,d;δ
cl (M; v) ⊂ �µ,d(M; v), E′ =

E|∂M , F ′ = F|∂M , cf. Section 4.1. Moreover, the e′- and(∂,e′)-components of (44) (in the
corresponding(m×k) block matrix-valued version) have a simple invariant meaning with respect
to the transition maps from the local representations of

�
on the infinite part ofM. The system of

the local boundary (e′- and(∂,e′)-) symbols in the sense of (44) gives us bundle homomorphisms

σe′ (
�
) : π∗

e′




E′ ⊗ �
(�

+
)

⊕

J−


 −→ π∗

e′




F ′ ⊗ �
(�

+
)

⊕

J+


(99)



Boundary value problems 343

for πe′ : T∗(∂M)|Y∧
∞

→ Y∧
∞ and

σ∂,e′(
�
) : π∗

∂,e′




E′ ⊗ �
(�

+
)

⊕

J−


 −→ π∗

∂,e′




F ′ ⊗ �
(�

+
)

⊕

J+


(100)

for π∂,e′ : (T∗(∂M) \ 0)|Y∧
∞

→ Y∧
∞. Note that�

(�
+
)

may be replaced by Sobolev spaces on

the half-axis fors > d − 1
2 , cf. analogously Section 4.1. Let

σ(
�
) =

(
σψ (

�
), σe(

�
), σψ,e(

�
); σ∂ (

�
), σe′ (

�
), σ∂,e′ (

�
)
)

(101)

for
�

∈ �µ,d;δ
cl (M; v), and set symb�µ,d;δ

cl (M; v) =
{
σ(
�
) :

�
∈ �µ,d;δ

cl (M; v)
}
. We then

have a direct generalization of Remark 13; the obvious details are left to the reader.

Note that there are natural compatibility properties between the components ofσ(
�
).

THEOREM 13.
�

∈ �µ,d;δ
cl (M; v), v =

(
E0, F; J0, J+

)
, and � ∈ �ν,e;%cl (M; w), w =

(E, E0; J−, J0), implies
�� ∈ �µ+ν,h;δ+%

cl (M; v ◦ w) for h = max(ν + d, e) and v ◦ w =(
E, F; J−, J+

)
, and we haveσ(

�� ) = σ(
�
) σ (� ) (with componentwise multiplication).

Theorem 13 is the global version of Theorem 5 and, in fact, a direct consequence of this
local composition result.

4.3. Ellipticity, parametrices and Fredholm property

DEFINITION 11. An operator
�

∈ �µ,d;δ
cl (M; v) for v =

(
E, F; J−, J+

)
is called elliptic

of order(µ, δ) if all bundle homomorphisms (95), (96), (97), (98), (99), (100) are isomorphisms.

Similarly to Remark 16, in the conditions for (98), (99), (100) we may replace�
(�

+
)

by

Hs(
�

+) andHs−µ(
�

+), respectively, fors > max(µ, d)− 1
2 .

DEFINITION 12. Given
�

∈ �µ,d;δ
cl (M; v) for v =

(
E, F; J−, J+

)
an operator� ∈

�−µ,e;−δ
cl

(
M; v−1) for v−1 =

(
F, E; J+, J−

)
and some e∈ � is called a parametrix of

�
if

�
�

− � ∈ �−∞,dl ;−∞(M; vl ) ,
�
� − � ∈ �−∞,dr ;−∞(M; vr )

for certain dl ,dr ∈ � , andvl = (E, E; J−, J−), vr =
(
F, F; J+, J+

)
.

Note that the Theorem 13 entailsσ(
�
)−1 = σ(� ) (with componentwise inversion) where

� is a parametrix of
�

.

THEOREM 14. Let
�

∈ �µ,d;δ
cl (M; v) be elliptic. Then

�
:

Hs;%(M, E)
⊕

Hs;% (∂M, J−
) −→

Hs−µ;%−δ(M, F)
⊕

Hs−µ;%−δ
(
∂M, J+

)(102)

is a Fredholm operator for every s> max(µ,d)− 1
2 and every% ∈

�
, and

�
has a parametrix

� ∈ �−µ,(d−µ)+;−δ
cl

(
M; v−1), where dl = max(µ, d) and dr = (d − µ)+ (cf. the notation in

Definition 12).
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The proof of this result can be given similarly to Theorem 8. Alternatively, the methods
of Section 3.6 can also be used to first constructσ(

�
)−1 and to form�̃ := op

(
σ(
�
)−1) ∈

�−µ,(d−µ)+;−δ
(
M; v−1). Then we get̃�

�
− � ∈ �−1,e;−1(M; vl ) for somee, and we get�

itself by a formal Neumann series argument.

REMARK 21. Let
�

∈ �µ,d;δ
cl (M; v) be elliptic. Then we have elliptic regularity of so-

lutions in the following sense.
�

u = f ∈ Hs−µ;%−δ(M, F) ⊕ Hs−µ;%−δ
(
∂M, J+

)
for any

s > max(µ, d)− 1
2 and% ∈

�
andu ∈ H r ;−∞(M, E)⊕H r ;−∞(∂M, J−), r > max(µ,d)− 1

2 ,

impliesu ∈ Hs;%(M, E)⊕ Hs;%(∂M, J−).

In fact, we can argue in a standard manner. Composing
�

u = f from the left by� we get
�
�

u = (1 + � )u ∈ Hs;%(M, E) ⊕ Hs;%(∂M, J−) and�u ∈ � (M, E) ⊕ � (∂M, J−) which
yields the assertion.

REMARK 22. From Remark 21 we easily obtain that the kernel of
�

is a finite-dimensional
subspace of� (M, E)⊕� (∂M, J−) (and as such independent ofs and%). Moreover, it can easily
be shown that there is a finite-dimensional subspace�− ⊂ � (M, F) ⊕ �

(
∂M, J+

)
such that

im
�

+�− = Hs−µ;%−δ(M, F)⊕ Hs−µ;%−δ
(
∂M, J+

)
for all s, where im

�
means the image

in the sense of (102). Thus ind
�

(the index of (102)) is independent ofs> max(µ,d)− 1
2 and

of % ∈
�

.

REMARK 23. Let
�

i ∈ �µ,d;δ
cl (M; vi ), vi =

(
E, F; J−

i , J+
i

)
, i = 1,2, be elliptic oper-

ators where
�

1 has the same upper left corner as
�

2; then there is an analogue of Agranovich-

Dynin formula for the indices ind
�

i , i = 1,2: There exists an elliptic operator� ∈ L0;0
cl

(
∂M;

J+
2 ⊕ J−

1 , J+
1 ⊕ J−

2

)
such that

ind
�

1 − ind
�

2 = ind� .

The idea of the proof is completely analogous to the corresponding result for a compact,
smooth manifold with boundary, cf. Rempel and Schulze [16],Section 3.2.1.3. The operator�
can be evaluated explicitely by applying reductions of orders and weights (cf., also Theorem 22
below) and using a parametrix of

�
2.

4.4. Construction of global elliptic boundary conditions

An essential point in the analysis of elliptic boundary value problems is the question whether an
element

A ∈ Bµ,d;δ
cl (M; E, F)(103)

that is elliptic with respect to the interior symbol tuple(σψ (A), σe(A), σψ,e(A)) can be regarded
as the upper left corner of an operator

�
∈ �µ,d;δ

cl (M; v) for v =
(
E, F; J−, J+

)
(104)

for a suitable choice of bundlesJ−, J+ ∈ Vect(∂M) and additional entries of the block matrix,
such that

�
is elliptic in the sense of Definition 11. We want to give the general answer and

by this extend the well-known Atiyah-Bott condition from [1]. Atiyah and Bott formulated a
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topological obstruction for the existence of Shapiro-Lopatinskij elliptic boundary conditions for
elliptic differential operators on a compact smooth manifold (concerning the corresponding con-
ditions for pseudo-differential boundary value problems cf. Boutet de Monvel [3]). To formulate
the result in our situation, without loss of generality we consider the caseµ = d = δ = 0. The
general case is then a consequence of a simple reduction of orders, types and weights, applying
Theorem 22 and Remark 29 below. The constructions for Theorem 9 above can be generalized

to a given(σψ , σe, σψ,e)-elliptic operatorA ∈ B0,0;0
cl (M; E, F) as follows. Starting point are

the boundary symbols

σ∂ (A)(y, η) for (y, η) ∈ T∗(∂M) \ 0 ,

σe′(A)(y, η) for (y, η) ∈ T∗(∂M)|Y∧
∞
,

σ∂,e′(A)(y, η) for (y, η) ∈
(
T∗(∂M) \ 0

) ∣∣
Y∧

∞
,

as operator families
E′

y ⊗ L2(
�

+) −→ F ′
y ⊗ L2(

�
+) ,

(
in contrast to (98)-(100) we now preferL2(

�
+) instead of�

(�
+
)
, according to the con-

siderations in Section 3.6
)
. For pointsy ∈ ∂M belonging to the infinite exit to infinity∼=

(1 − ε,∞) × Y∞ it makes sense to talk about|y| > R (this simply means that the associated
axial variable is larger thanR). First there is an obvious analogue of Proposition 4 that refers to
points(y, η) ∈ T∗(∂M) for y ∈ (1 − ε,∞)× Y∞.

PROPOSITION6. For everyε > 0 there exists an R= Rε > 0 such that
∥∥σ∂ (A)(y, η)− σ∂,e′ (A)(y, η)

∥∥�(
E′

y⊗L2(�+),F ′
y⊗L2(�+)

) < ε(105)

for all |y| > R andη 6= 0,
∥∥σ∂ (A)(y, η)− σe′(A)(y, η)

∥∥�(
E′

y⊗L2(�+),F ′
y⊗L2(�+)

) < ε(106)

for all |y| > R and|η| > R,
∥∥σe′(A)(y, η)− σ∂,e′ (A)(y, η)

∥∥�(
E′

y⊗L2(�+),F ′
y⊗L2(�+)

) < ε(107)

for all |y| ∈ (1 − ε,∞)× Y∞ and|η| > R.

COROLLARY 3. There is an R= Rε > 0 such that
∥∥σ∂ (A)(y, η)− σe′(A)(y, η)

∥∥�(
E′

y⊗L2(�+),F ′
y⊗L2(�+)

) < ε

for all |y| = |η| = R.

Forε > 0 we set

Tε =
{
(y, η) ∈ T∗(∂M) : |y| = |η| = Rε

}
, Dε = Tε × [0,1]

and

Z j
ε =

{
(y, η) ∈ T∗(∂M) : y ∈ ∂M \ {|y| > Rε + j } , |η| = Rε

}
,

H j
ε =

{
(y, η) ∈ T∗(∂M) : |y| = Rε , |η| ≤ Rε + j

}
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for j = 0, 1,∞. Moreover, let� j
ε =

(
Z j
ε∪d H j

ε

)
∪bDε/ ∼, with ∪d being the disjoint union and

∪b the disjoint union combined with the projection to the quotient space that is given by natural

identificationsTε ∩ Z j
ε

∼= Tε × {0}, Tε ∩ H j
ε

∼= Tε × {1}. Write Zε = Z0
ε , Hε = H0

ε , �ε = �0
ε .

Furthermore, for 0≤ τ ≤ 1 we setDε,τ := Tε × [0, τ ] and form�ε,τ := Zε ∪d Hε ∪b Dε,τ ,
0 ≤ τ ≤ 1, where∪b is the disjoint union combined with the projection from the identification
Tε ∩ Zε ∼= Tε×{0}, Tε∩ Hε ∼= Tε×{τ }. We now introduce an operator functionF(m), m ∈ �ε ,
as follows:

F(y, η) = σ∂ (A)(y, η) for m = (y, η) ∈ Zε ,(108)

F(y, η) = σe′(A)(y, η) for m = (y, η) ∈ Hε ,(109)

F(y, η, δ) = δσ∂ (A)(y, η)+ (1 − δ)σe′(A)(y, η) for m = (y, η, δ) ∈ Dε .(110)

We then have an operator family

F(m) : E′
y ⊗ L2(

�
+) −→ F ′

y ⊗ L2(
�

+)

continuously depending onm ∈ �ε , and F is Fredholm operator-valued, providedε > 0 is
sufficiently small. This gives us an index element ind�

ε
F ∈ K (�ε ). For analogous reasons as

above in connection with (70) we form

ind�
ε

{
σ∂ (A)(y, η), σe′ (A)(y, η)

}
∈ K (� ε ) ,(111)

� ε := �ε,0 ⊂ T∗(∂M). The canonical projectionT∗(∂M) → ∂M induces a projectionπε :
� ε → Bε where

Bε := ∂M \ {y ∈ ∂M : |y| > Rε} .

Given an arbitrary(σψ , σe, σψ,e)-elliptic operator (103) we set

A0 = Rs0−µ
F �−δAR−s0

E(112)

for anys0 > max(µ, d)− 1
2, whereRs0−µ

F ∈ Bs0−µ,0;0
cl (M; F, F) andR−s0

E ∈ B−s0,0;0
cl (M; E,

E) are order reducing operators in the sense of Remark 29, and�−δ a weight reducing factor

on M of a similar meaning as that in Remark 15. Then we haveA0 ∈ B0,0;0
cl (M; E, F), andA0

is also(σψ , σe, σψ,e)-elliptic. In the sequel the choice of the specific order and weight reducing
factors is unessential.

The following theorem is an analogue of the Atiyah-Bott condition, formulated in [1] for
the case of differential operators on a smooth compact manifold with boundary, and established
by Boutet de Monvel [3] for pseudo-differential boundary value problems with the transmission
property.

THEOREM 15. Let M be a smooth manifold with boundary and conical exits to infinity,

E, F ∈ Vect(M), and let A∈ Bµ,d;δ
cl (M; E, F) be a (σψ , σe, σψ,e)-elliptic operator. Then

there exists an elliptic operator (104) having A as the upperleft corner if and only if the operator
(112) satisfies the condition

ind�
ε

{
σ∂ (A0), σe′ (A0)

}
∈ π∗

ε K (Bε) ,(113)

for a (sufficiently small)ε > 0, πε : � ε → Bε.

If (113) holds, for any choice of the additional bundles J−, J+ ∈ Vect(∂M) in the sense of
(104) we have

ind�
ε

{
σ∂ (A0), σe′ (A0)

}
= π∗

ε

([
J+|Bε

]
−
[
J−|Bε

])
.(114)
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Proof. First note that the criterion of Theorem 15 does not depend onthe choice of order re-

ductions. Moreover, such reductions allow us to pass fromA0 ∈ B0,0;0
cl (M; E, F) and an

associated
�

0 ∈ �0,0;0
cl (M; v) with A0 as upper left corner to the corresponding operators

A ∈ Bµ,d;δ
cl (M; E, F) and

�
∈ �µ,d;δ

cl (M; v). Thus, without loss of generality we assume
µ = d = δ = 0 and talk aboutA and

�
, respectively. Clearly, the existence of an elliptic

�
∈

�0,0;0
cl (M; v), v =

(
E, F; J−, J+

)
, to a given ((σψ , σe, σψ,e)-) elliptic A ∈ B0,0;0

cl (M; E, F)
implies

ind�
ε

{
σ∂ (A), σe′(A)

}
= π∗

ε

{[
J+|Bε

]
−
[
J−|Bε

]}
,(115)

because the role of the bundlesJ−, J+ in the components of(σ∂ (
�
), σe′ (

�
), σ∂,e′(

�
)) is just

that they fill up the Fredholm families(σ∂ (A), σe′(A), σ∂,e′(A)) to block matrices of isomor-
phisms; combining this with Corollary 3 we get the desired index relation. Conversely assume
that (115) holds. Then the construction of an elliptic operator

�
in terms ofA takes place on

the level of boundary symbols. In other words, the Fredholm families have to be first completed
to block matrices of isomorphisms. This can be done when we also include (110) into the con-
struction, in order to deal with continuous Fredholm families, and then drop the “superfluous”
part onDε. Thus the first step to find

�
is to fill up F(m), m ∈ �ε , to a family of isomorphisms

�
(m) =

(
F(m) K (m)
t (m) Q(m)

)
:

E′
y ⊗ L2(

�
+)

⊕

J−
y

−→

F ′
y ⊗ L2(

�
+)

⊕

J+
y

,

m ∈ �ε . Here we employ the fact that the additional finite-dimensional vector spaces corre-
sponding to the entries

�
(m)i j for i + j > 1 are fibres in some bundlesJ− and J+ on Bε,

using the hypothesis onF(m), further local representations with respect toy ∈ Bε and the
invariance under the transition maps. Similarly to the local theory we find

�
(m) (locally) in

form of D0,0(�
+; k, k; N−, N+

)
-valued families (here,k is the fibre dimension both ofE and

F , andN± are the fibre dimensionsJ±, and we employ a corresponding generalization of the
notation of Section 3.1 to (k × k)-matrices in the upper left corners), smoothly dependent on
(y, η) on Zε or Hε . In this constructionε > 0 is chosen sufficiently small, i.e.,R = Rε large
enough. The construction so far gives usσ∂ (

�
)|Zε

andσe′ (
�
)|Hε

. Extendingσ∂ (
�
)|Zε

(by
κλ-homogeneity) for allη 6= 0 andσe′ (

�
)|Hε

(by usual homogeneity) for all|y| ≥ Rε we get
σ∂ (

�
) andσe′(

�
) everywhere. Next we formσ∂,e′ (

�
) = σe′ (σ∂ (

�
)) = σ∂ (σe′ (

�
)). Thus

we have an elliptic symbol tupleσ(
�
) := (σψ (

�
), σe(

�
), σψ,e(

�
); σ∂ (

�
), σe′(

�
), σ∂,e′ (

�
)),

where the first three components equal the given ones, namely(σψ (
�
), σe(

�
), σψ,e(

�
)). By

virtue ofσ(
�
) ∈ symb�0,0;0

cl (M; v) we can apply an operator convention

op : symb�0,0;0
cl (M; v) −→ �0,0;0

cl (M; v)

to get
�

itself.

REMARK 24. As is well-known for compact smooth manifolds with boundary there are in
general elliptic differential operators that violate the Atiyah-Bott condition. An example is the
Cauchy-Riemann operator∂z in a disk in the complex plane. One may ask what happens for∂z,
say, in a half-plane{z ∈ � : Im z ≥ 0}. In this case the Atiyah-Bott condition is, of course,
violated, too, but the operator∂z is worse. In fact, there is no constantc ∈ � such thatc + ∂z is
(σψ , σe, σψ,e)-elliptic, such that also for that reason there are no globalelliptic operators

�
in

the half-plane withσψ (
�
) = σψ

(
∂z
)
.
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5. Parameter-dependent operators and applications

5.1. Basic observations

As noted in the beginning the theory of pseudo-differentialboundary value problems on a man-
ifold with exits is motivated by a number of interesting applications. In this connection bound-
ary value problems appear as parameter-dependent operatorfamilies, where parametersλ ∈

�

are involved like additional covariables in the symbols. All essential notions and results have
reasonable analogues in the parameter-dependent case, though there are some specific new as-
pects. The parameter-dependent ellipticity that we formulate below is also of interest for the
(non-parameter-dependent) algebras themselves, insofar, as we shall see, they provide a tool to
construct order reducing elements within the algebras in a transparent way.

First we have a direct analogue of the symbol classes with thetransmission propertySµcl

(
�×

�
+×

�n+l
ξ,λ

)
tr, cf. Section 2.2, whereξ is to be replaced by(ξ, λ). Concerning symbol estimates,

the parameter-dependent case is not a new situation; in estimate (1) we admitted independent
dimensions ofx- andξ -variables, anyway. Similarly, we can talk about weighted symbol classes
Sµ;δ

(�n
x ×

�n+l
ξ,λ

)
, whereξ in the estimates (7) is replaced by(ξ, λ). The material of Section 2.3

on weighted symbols that are classical inx andξ has an evident parameter-dependent analogue,
in other words, we have the symbol classes

Sµ;δ
clξ,λ;x

(�n
x ×

�n+l
ξ,λ

)
(116)

including the (λ-dependent) principal symbols

σ(a) =
(
σψ (a)(x, ξ, λ), σe(a)(x, ξ, λ), σψ,e(a)(x, ξ, λ)

)

for all a(x, ξ, λ) belonging to (116), withσψ (a)(x, ξ, λ) being given on
�n ×

(�n+l \ 0
)
,

σe(a)(x, ξ, λ) on (
�n \ 0) ×

�n+l andσψ,e(a)(x, ξ, λ) on (
�n \ 0) ×

(�n+l \ 0
)
. We set

Lµ,δcl

(�n;
� l ) =

{
Opx(a)(λ) : a(x, ξ, λ) ∈ Sµ;δ

clξ,λ;x

(�n ×
�n+l )}, where Opx is a bijection be-

tween the parameter-dependent symbol and operator spaces for allµ, δ ∈
�

. Then, in particular,

L−∞;−∞
(�n;

� l ) = �
(� l , L−∞;−∞

(�n)) ,

whereL−∞;−∞(
�n) is identified with� (�n ×

�n).

If M is a manifold with exits to infinity in the sense of Section 2.3, we also have the global

spaces of (classical) parameter-dependent operatorsLµ;δ
cl

(
M; E, F;

� l ) for E, F ∈ Vect(M).
(Clearly, there is also the non-classical context, but we want to employ homogeneous principal
symbols; thus we content ourselves with the classical case). The parameter-dependent homoge-

neous principal symbols forA ∈ Lµ;δ
cl

(
M; E, F;

� l ) are bundle homomorphisms

σψ (A) : π∗
ψE −→ π∗

ψ F , πψ :
(
T∗M ×

� l ) \ 0 −→ M ,(117)

σe(A) : π∗
e E −→ π∗

e F , πe : T∗M|X∧
∞

×
� l −→ X∧

∞ ,(118)

σψ,e(A) : π∗
ψ,eE −→ π∗

ψ,eF , πψ,e :
((

T∗M ×
� l ) \ 0

)∣∣
X∞

−→ X∞ ,(119)

here, 0 means(ξ, λ) = 0.

Notice thatA ∈ Lµ;δ
cl

(
M; E, F;

� l ) implies A(λ0) ∈ Lµ;δ
cl (M; E, F) for every fixedλ0 ∈

� l . Clearly, the associated principal symbolsσψ (A(λ0)), σψ,e(A(λ0)) do not depend onλ0. In
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this connection we also call (117), (118) and (119) the parameter-dependent principal symbols

of A(λ). Every A(λ) ∈ Lµ;δ
cl

(
M; E, F;

� l ) gives rise to families of continuous operators

A(λ) : Hs;%(M, E) −→ Hs−µ;%−δ(M, F)(120)

for all s, % ∈
�

. Let ν ≥ µ and set

bµ,ν(λ) =

{
〈λ〉µ for ν ≥ 0 ,
〈λ〉µ−ν for ν ≤ 0 .

(121)

We then have the following result:

THEOREM 16. Let A(λ) ∈ Lµ;δ
cl

(
M; E, F;

� l ) be regarded as a family of continuous op-
erators

A(λ) : Hs;%(M, E) −→ Hs−ν;%−δ(M, F)

for everyν ≥ µ. Then there is a constant m> 0 such that the operator norm fulfils the estimate

‖A(λ)‖�(Hs;%(M,E),Hs−ν;%−δ(M,F)
) ≤ mbµ,ν(λ)(122)

for all λ ∈
� l .

We have no explicit reference for this result, though the proof is not really difficult; so the
details are left to the reader.

An operatorA(λ) ∈ Lµ;δ
cl

(
M; E, F;

� l ) is called parameter-dependent elliptic if (117),
(118) and (119) are isomorphisms.

THEOREM 17. Let A(λ) ∈ Lµ;δ
cl

(
M; E, F;

� l ) be parameter-dependent elliptic. Then

there is a parameter-dependent parametrix P(λ) ∈ L−µ;−δ
cl

(
M; F, E;

� l ), i.e.,

P(λ)A(λ)− I ∈ L−∞;−∞
(
M; E, E;

� l ) , A(λ)P(λ)− I ∈ L−∞;−∞
(
M; F, F;

� l ) .

Moreover, there is a C> 0 such that (120) are isomorphisms for all|λ| ≥ C and all s, % ∈
�

.

The proof of the first part of the theorem is straightforward,the second assertion is a direct
consequence.

Next let M be a smooth manifold with smooth boundary, not necessarily compact. There
is then a direct parameter-dependent analogue of the class of pseudo-differential boundary value
problems�µ,d(M; v), cf. Definition 9, namely

�µ,d
(
M; v;

� l ) .(123)

To define (123) we simply have to replace the ingredients of (84) by the corresponding parameter-
dependent versions r+ Ã(λ)e+ and� (λ), respectively. Here,̃A(λ) ∈ Lµcl

(
2M; Ẽ, F̃;

� l )
tr with

obvious meaning of notation (recall that “cl” here only means “classical” in the covariables,

though M may be non-compact) and� (λ) ∈ �µ,dG

(
M; v;

� l ), also being defined along the
lines of the class without parameters (all symbols simply contain λ as extra covariable, i.e.,
(ξ, λ) instead ofξ in the interior and(η, λ) instead ofη near the boundary), and the parameter-
dependent smoothing operators are given by

�−∞,d(M; v;
� l ) = �

(� l , �−∞,d(M; v)
)
,(124)
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where�−∞,d(M; v) is equipped with its standard Fréchet topology.

For
�

∈ �µ,d
(
M; v;

� l ) we have parameter-dependent homogeneous principal symbols,
namely

σψ (
�
) : π∗

ψE −→ π∗
ψ F , πψ :

(
T∗M ×

� l ) \ 0 −→ M ,(125)

σ∂ (
�
) : π∗

∂ E −→ π∗
∂ F , π∂ :

(
T∗(∂M)×

� l ) \ 0 −→ ∂M .(126)

�
∈ �µ,d

(
M; v;

� l ) implies
�
(λ0) ∈ �µ,d(M; v) for every fixedλ0 ∈

� l , and we call (125),
(126) the parameter-dependent principal symbols of

�
(λ) if we want to distinguish them from

the usual ones of
�
(λ0) that are independent ofλ0.

An element
�

∈ �µ,d
(
M; v;

� l ) is called parameter-dependent elliptic if (125), (126) are
isomorphisms.

THEOREM 18. Let
�

∈ �µ,d
(
M; v;

� l ) be parameter-dependent elliptic. Then there is

a parameter-dependent parametrix� ∈ �−∞,(d−µ)+
(
M; v−1;

� l ) in a similar sense as in
Remark 20; here, the remainders are smoothing in the sense of(124).

The proof is similar to that of Theorem 14 above.

THEOREM 19. Let M be a compact smooth manifold with boundary, and let
�

∈ �µ,d
(
M;

v;
� l ) be parameter-dependent elliptic. Then there is a C> 0 such that

�
(λ) :

Hs(M, E)
⊕

Hs (∂M, J−
) −→

Hs−µ(M, F)
⊕

Hs−µ (∂M, J+
)

are isomorphisms for all|λ| ≥ C and all s> max(µ,d)− 1
2 .

Theorem 19 is a direct corollary of Theorem 18.

REMARK 25. In the cases that we discussed so far in the parameter-dependent set-up (i.e.,
“closed” manifolds with exits to infinity or smooth compact manifolds with boundary), where
elliptic operators induce isomorphisms between the Sobolev spaces for large|λ|, we can eas-
ily conclude that the inverse maps belongλ-wise to the corresponding algebras in the non-
parameter-dependent sense (as such they are reductions of orders in the algebras). It suffices
to observe that when 1+ {smoothing operator} in one of our algebras is invertible, the inverse is
of analogous structure and can be composed with the parametrix. This can even be done in the
parameter-dependent framework for large|λ|, such that, in fact, the inverses for large|λ| are also
in the corresponding parameter-dependent class.

5.2. Boundary value problems for the case with exits to infinity

In the preceding section we extended some “standard” pseudo-differential algebras to the pa-
rameter-dependent variant, namely the algebra on a “closed” smooth manifoldM with (coni-
cal) exits to infinity and the algebra of boundary value problems with the transmission prop-
erty on a smooth manifoldM with boundary (compact or non-compact). Now we formulate
the calculus on a smooth manifoldM with boundary and (conical) exits to infinity. In other
words, we extend the material of Sections 3.2, 3.3, 3.4, 3.5,3.6, 4.2 and 4.3 to the parameter-
dependent case. This is to a large extent straightforward; so we content ourselves with the
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basic definitions and crucial points. Let us consider the parameter-dependent variant of symbol
and operator spaces of Section 2.4 that is an operator-valued generalization of the correspond-
ing scalar symbols and operator spaces, respectively, as they are studied in Section 2.3. Simi-
larly to the remarks in the beginning of the preceding section the essential constructions for the
operator-valued symbols with parameters are practically the same as those without parameters.

In particular, we have the parameter-dependent spaces of symbolsSµ;δ
(cl)

(�q ×
�q+l ; E, Ẽ

)
=:

Sµ;δ
(cl)

(�q ×
�q; E, Ẽ;

� l ) based on strongly continuous groups of isomorphisms{κτ }τ∈�+

on E, {κ̃τ }τ∈�+
on Ẽ, and the parameter-dependent spaces of pseudo-differential operators

Lµ;δ
(cl)

(�q; E, Ẽ;
� l ) or Lµ;δ

(cl)

(
M; E, Ẽ;

� l ). In the latter operator spaceM is, of course, a
“closed” manifold with conical exits to infinity. Let us examine the behaviour of the opera-
tor norm with respect to the parameterλ. In the present situation the corresponding analogues of
estimates (122) refer to global weighted Sobolev spaces

� s;%(M,E)(127)

(on a closed manifoldM with conical exits to infinity) that are defined as subspaces of � s
loc(M,

E) locally modelled by〈y〉−%� s(
�q ,E)|0 for q = dim M and suitable open subsets0 ⊂

�q

that are conical in the large (recall that the global weighted spacesHs;%(M) in Section 2.3 have
been introduced by a similar scheme). Recall that for strongly continuous groups of isomor-
phisms{κτ }τ∈�+

on E and {κ̃τ }τ∈�+
on Ẽ there are constantsK and K̃ , respectively, such

that
‖κτ ‖

�
(E) ≤ c〈τ 〉K , ‖κ̃τ ‖�(Ẽ) ≤ c̃〈τ 〉K̃

for all τ ∈
�

+ and certain constantsc, c̃ > 0; 〈τ 〉 =
(
1 + τ2) 1

2 .

THEOREM 20. Let A(λ) ∈ Lµ;δ
(cl)

(
M; E, Ẽ;

� l ) be regarded as a family of continuous op-
erators

A(λ) : � s;%(M,E) −→ � s−ν;%−δ (M, Ẽ
)

for someν ≥ µ. Then there is a constant m> 0 such that the operator norm fulfils the estimate

‖A(λ)‖�(� s;%(M,E),� s−ν;%−δ
(
M,Ẽ

)) ≤ mbµ+K+K̃ ,ν+K+K̃ (λ)

for all λ ∈
� l , cf. (121).

For the case of compactM
(
and spaces� s(M,E) = � s;0(M,E)

)
a similar theorem is

proved in Behm [2]. This extends to the non-compact case withconical exits and weighted spaces
in a similar manner as in the scalar situation; for the corresponding technique, cf. Dorschfeldt,
Grieme, and Schulze [5] and Seiler [32].

Let us now return to the case of a smooth manifoldM with boundary and conical exits to
infinity. First, there is the space

�−∞,d;−∞
(

M; v;
� l
)

:= �
(� l ; �−∞,d;−∞(M; v)

)
(128)

for v =
(
E, F; J−, J+

)
of parameter-dependent smoothing operators onM, using

�−∞,d;−∞(M; v) in its canonical Fréchet topology.

Another simple ingredient of the class

�µ,d;δ
(

M; v;
� l
)

(129)



352 D. Kapanadze – B.-W. Schulze

that will be defined below is the space of all operator families r+ Ã(λ)e+, where

Ã(λ) ∈ Lµ;δ
cl

(
2M; Ẽ, F̃;

� l
)

tr
.(130)

Here, “cl” means classical in covariables and variables in the local representations on conical
subsets ofM; the transmission property including parameters with respect to∂M has been de-
fined in Section 5.1; the interpretation of the weightδ at infinity is the same as in Section 2.3.

Furthermore, we have a direct analogue of�µ,d;δ
cl

(� n
+; k,m; N−, N+

)
, cf. them × k block

matrix-version of Definition 6 in the parameter-dependent case, namely

�µ,d;δ
cl

(� n
+; k,m; N−, N+;

� l
)
.

An inspection of all ingredients shows that (except for� and
�

in equality (38) that we al-
ready defined above) the only new point is to replace the amplitude functiona(y, η) in (38) by

a(y, η, λ) from the space�µ,d;δ
cl

(�n−1 ×
�n−1+l ; k,m; N−, N+

)
, the parameter-dependent

m × k-block matrix version of the corresponding space in Definition 5. Finally, we get (129) by
a straightforward generalization of the constructions forDefinition 10. In fact, only the above-
mentioned ingredients are involved, except for evident invariance properties (under transition
maps) of corresponding subspaces of parameter-dependent Green operators and localization by
admissible cut-off functions (those are the same as for the case without parameters). Summing
up we have introduced all data of the following definition.

DEFINITION 13. The space�µ,d;δ
cl

(
M; v;

� l ) for µ ∈ �, d ∈ � , δ ∈
�

and v =(
E, F; J−, J+

)
is defined to be the set of all operator families

�
(λ) =

(
r+ Ã(λ)e+ 0

0 0

)
+ � (λ) ,(131)

λ ∈
� l , for arbitrary Ã(λ) ∈ Lµ;δ

cl

(
2M; Ẽ, F̃;

� l )
tr (with Ẽ|M = E, F̃|M = F) and � (λ) ∈

�µ,d;δ
G,cl

(
M; v;

� l ).

REMARK 26. By definition we have�µ,d;δ
cl

(
M; v;

� l ) ⊂ �µ,d
(
M; v;

� l ) where the right
hand side is understood in the sense of (123).

Applying the definition of global parameter-dependent symbols (117), (118), (119) tõA on
2M and restricting them toM (similarly to (95), (96), (97)) we get the parameter-dependent
principal interior symbols

σψ (A) : π∗
ψE −→ π∗

ψ F , πψ :
(
T∗M ×

� l ) \ 0 −→ M ,(132)

σe(A) : π∗
e E −→ π∗

e F , πe : T∗M|X∧
∞

×
� l −→ X∧

∞ ,(133)

σψ,e(A) : π∗
ψ,eE −→ π∗

ψ,eF , πψ,e :
((

T∗M ×
� l ) \ 0

)∣∣
X∧

∞
−→ X∧

∞ .(134)

A direct generalization of (98), (99), (100) to the parameter-dependent case gives us the param-
eter-dependent principal boundary symbols

σ∂ (
�
) : π∗

∂




E′ ⊗ �
(�

+
)

⊕

J−


 −→ π∗

∂




F ′ ⊗ �
(�

+
)

⊕

J+


(135)
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for π∂ :
(
T∗(∂M)×

� l ) \ 0 → ∂M,

σe′ (
�
) : π∗

e′




E′ ⊗ �
(�

+
)

⊕

J−


 −→ π∗

e′




F ′ ⊗ �
(�

+
)

⊕

J+


(136)

for πe′ : T∗(∂M)|Y∧
∞

×
� l → Y∧

∞ and

σ∂,e′(
�
) : π∗

∂,e′




E′ ⊗ �
(�

+
)

⊕

J−


 −→ π∗

∂,e′




F ′ ⊗ �
(�

+
)

⊕

J+


(137)

for π∂,e′ :
((

T∗(∂M)×
� l ) \ 0

)∣∣
Y∧

∞
→ Y∧

∞. Further explanation to the latter bundle homomor-

phisms is unnecessary, because the only novelty are the additional covariablesλ ∈
� l .

REMARK 27.
�

∈ �µ,d;δ
cl

(
M; v;

� l ) implies
�
(λ0) ∈ �µ,dcl (M; v) for every fixedλ0 ∈

� l , and the symbolsσψ (
�
(λ0)), σψ,e(

�
(λ0)), σ∂ (

�
(λ0)), σ∂,e′(

�
(λ0)) do not depend onλ0. If

necessary we point out that (132), (133), (134), (135), (136), (137) are the parameter-dependent
principal symbols of

�
(λ).

REMARK 28. There is an obvious analogue of the composition result ofTheorem 13 for
the parameter-dependent case, including the symbol rule, where in the present caseσ(

�
) is the

tuple of parameter-dependent principal symbols (132)-(137), similarly to (101).

DEFINITION 14. An operator
�

∈ �µ,d;δ
cl

(
M; v;

� l ) is called parameter-dependent ellip-
tic if all principal symbol homomorphisms (132)-(137) are isomorphisms. An operator� (λ) ∈

�−µ,e;−δ
cl

(
M; v−1;

� l ) for some e∈ � is called a parameter-dependent parametrix if

� (λ)
�
(λ)− � ∈ �−∞,dl ;−∞

(
M; vl ;

� l ) , �
(λ)� (λ)− � ∈ �−∞,dr ;−∞

(
M; vr ;

� l )

for certain dl ,dr ∈ � , andvl = (E, E; J−, J−), vr =
(
F, F; J+, J+

)
.

THEOREM 21. Let M be a smooth manifold with boundary and (conical) exits to infinity,

and
�
(λ) ∈ �µ,d;δ

cl

(
M; v;

� l ), v =
(
E, F; J−, J+

)
, be parameter-dependent elliptic. Then

there exists a parameter-dependent parametrix� (λ) ∈ �−µ,(d−µ)+;−δ
cl

(
M; v−1;

� l ), where
the types in the remainders are dl = max(µ,d), dr = (d − µ)+. Moreover,

�
(λ) :

Hs;%(M, E)
⊕

Hs;% (∂M, J−
) −→

Hs−µ;%−δ(M, F)
⊕

Hs−µ;%−δ
(
∂M, J+

)(138)

is a family of Fredholm operators of index0 for every s> max(µ,d)− 1
2, and there is a constant

C > 0 such that (138) are isomorphisms for all|λ| ≥ C.

The basic idea of proving results of this type has been brieflydiscussed in Remark 25 above.
Also in the present situation of Theorem 21 we first constructa parameter-dependent parametrix
� (λ) by inverting the parameter-dependent principal symbol of

�
(λ) and get� (λ)

�
(λ)− � =�

l (λ),
�
(λ)� (λ) − � =

�
r (λ), with smoothing operators in Boutet de Monvel’s algebra. By

virtue of (128) it is fairly obvious that� + {smoothing operator} is invertible in the same class,
such that it can be composed with� (λ).
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THEOREM 22. Let M be a smooth manifold with boundary and (conical) exits to infinity,
and let E∈ Vect(M), µ ∈ �, δ ∈

�
. Then there exists a parameter-dependent elliptic element

Rµ;δ
E (λ) ∈ �µ,0;δ

cl

(
M; E, E;

� l ) that induces isomorphisms

Rµ;δ
E (λ) : Hs;%(M, E) −→ Hs−µ;%−δ(M, E)(139)

for all s, % ∈
�

and allλ ∈
� l , and we have Rµ;δ

E (λ)−1 ∈ �−µ,0;−δ
cl

(
M; E, E;

� l ). Similarly,
for every J ∈ Vect(∂M) and ν, δ ∈

�
there exists a parameter-dependent elliptic element

R′ν;δ
J (λ) ∈ Lν;δcl

(
∂M; J, J;

� l ) that induces isomorphisms

R′ν;δ
J (λ) : Hs;%(∂M, J) −→ Hs−ν;%−δ(∂M, J)(140)

for all s, % ∈
�

and allλ ∈
� l , and we have R′ν;δJ (λ)−1 ∈ L−ν;−δ

cl

(
∂M; J, J;

� l ).

REMARK 29. Combining the latter theorem with Remark 27, by inserting any fixedλ0 ∈
� l into (139) and (140) we get order reducing operators in the operator spaces�µ,0;δ

cl (M; E, E)

andLν;δ(∂M; J, J), respectively.

REMARK 30. The concept of algebras of parameter-dependent operators can also be for-
mulated for more general parameter sets3 ⊆

�q that have the propertyλ ∈ 3 ⇒ cλ ∈ 3 for
all c ≥ 1. Examples are

3 =
� l \ 0 , 3 =

� l \ {|λ| < C}

or single rays3 in
�q . For such3 all our operator classes have corresponding variants, e.g.,

Lµ;δ
cl (M; E, F;3), cf. Theorem 16,�µ,dcl (M; v;3), cf. formula (123), etc. The behaviour

of operators in these spaces for smallλ ∈ 3 remains unspecified; we assume, for instance,
smoothness inλ. The parameter-dependent symbols now refer toλ ∈ 3, and we have evident
generalizations of the corresponding parameter-dependent ellipticities and parametrices.

Let us explicitly formulate a corresponding extension of Theorem 21 in the version with3:

THEOREM 23. Let
�
(λ) ∈ �µ,d;δ

cl (M; v;3), v =
(
E, F; J−, J+

)
, be parameter-depen-

dent elliptic. Then there exists a parameter-dependent parametrix� (λ) ∈ �−µ,(d−µ)+;−δ
cl

(
M;

v−1;3
)
, with the above-mentioned types dl and dr of remainders. Furthermore, the operators

(138) are Fredholm and of index0 for all s > max(µ, d)− 1
2, there is a constant C> 0 such that

(138) are isomorphisms for all|λ| ≥ C, and we have
�−1 ∈ �−µ,(d−µ)+;−δ

cl

(
M; v−1;3C

)
for

3C = {λ ∈ 3 : |λ| ≥ C}.

REMARK 31. The spaces�µ,d;δ
cl (M; v;3), v =

(
E, F; J−, J+

)
, (as well as the other

operator spaces, e.g., from Sections 4.1 or 5.1) can easily be generalized to the case of Douglis-
Nirenberg orders (DN-orders) with a corresponding ellipticity; the results carry over to the vari-
ant with DN-orders.

The Douglis-Nirenberg generalization refers to representations of the bundles as direct sums
E = ⊕k

m=1Em, F = ⊕l
n=1Fn, J− = ⊕b

i=1J−
i , J+ = ⊕c

j =1J+
j . Operators are then repre-

sented as block matrices, composed with diagonal matrices of order reductions onM and∂M,
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respectively. The constructions are straightforward, so we do not really discuss the details, but in
some cases below we need notation. This concerns DN-orders for the boundary operators, where

�
(λ) = � (λ)

�̃
(λ)�−1(λ)

with
�̃
(λ) ∈ �µ,d;δ

cl (M; v;3), v =
(
E, F; ⊕b

i=1J−
i , ⊕c

j =1J+
j

)
, and

� (λ) =

(
1 0

0 diag
(

R′γ j
j (λ)

)
)
, �(λ) =

(
1 0

0 diag
(

Q′βi
i (λ)

)
)

with 1 denoting identity operators referring toF andE and order reducing operator families

Q′βi
i (λ) ∈ Lβi ;0

cl

(
∂M; J−

i ; J−
i ;3

)
, i = 1, . . . ,b ,

R′γ j
j (λ) ∈ L

γ j ;0
cl

(
∂M; J+

j ; J+
j ;3

)
, j = 1, . . . , c ,

βi , γ j ∈
�

. Such a situation is customary in elliptic boundary value problems for differential

operators with differential boundary conditions. In this particular case all bundlesJ−
i are of fibre

dimension 0, while parametrices refer to the case that the bundlesJ+
j are of fibre dimension 0.

The parameter-dependent ellipticity of
�
(λ) is defined to be the parameter-dependent ellipticity

of
�̃
(λ), and we get a parameter-dependent parametrix of

�
(λ) by � (λ) = �(λ)�̃ (λ)�−1(λ)

when�̃ (λ) denotes a parameter-dependent parametrix of
�̃
(λ).

In any case the involved orders are known and fixed. Therefore, given (β1, . . . , βb) and
(γ1, . . . , γc), we set

�µ,d;δ
cl (M; v;3) =

{
� (λ)

�̃
(λ)�−1(λ) :

�̃
(λ) ∈ �µ,d;δ

cl (M; v;3)
}
.(141)

Parametrices then belong (by notation) to�−µ,(d−µ)+;−δ
cl

(
M; v−1;3

)
.

5.3. Relations to the edge pseudo-differential calculus

In this section we want to discuss relations between our calculus of boundary value problems
on non-compact manifolds with exits and the theory of boundary value problems in domains
with edges. Particularly simple edge configurations occur in models of the crack theory. In local
terms the situation can be described by

(�2 \
�

+
)

× �, where� ⊆
�q plays the role of a

crack boundary (for crack problems in
�3 we haveq = 1),

�2 is the normal plane to the crack
boundary, and

�
+ ⊂

�2 is a coordinate half-axis corresponding to the intersection of the crack
with

�2. This situation is studied in detail in Kapanadze and Schulze [11]. A special aspect
of this approach is that the crack boundary is regarded as an edge and

�2 \
�

+ as an infinite
model cone with the origin of

�2 as the tip of the cone. More precisely, the cone consists of a
configuration, where two copies of

�
+ constitute the slit in

�2 with separate elliptic boundary
conditions on the±-sides. The edge symbol calculus for this situation may be regarded as a
parameter-dependent “infinite” cone theory, consisting ofthe calculus on a bounded part of the
cone near the tip and that in the exit sense elsewhere. The latter calculus treats both sides of the
slit separately, and its contribution can be formulated in terms of parameter-dependent boundary
value problems in the half-space, together with a localization. We now formulate a result that is
typical for this theory. Let

A =
∑

|α|+|β|≤m

aαβ (x, y)Dαx Dβy
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be a differential operator inU ×� 3 (x, y), U ⊆
�n open, containing the origin, and� ⊆

�q

open (for simplicity we assumeA to be scalar; the considerations for systems are analogous),
with coefficientsaαβ ∈ C∞(U × �). For the edge symbol calculus the coefficients are to be
frozen atx = 0. This gives us an operator family

σ∧(A)(y, η) :=
∑

|α|+|β|=m

aαβ (0, y)Dαxη
β : Hs (�n

+

)
−→ Hs−m (�n

+

)
.

Set(κλu)(x) = λ
n
2 u(λx), λ ∈

�
+ . Then we have

σ∧(A)(y, λη) = λmκλσ∧(A)(y, η)κ
−1
λ(142)

for all λ ∈
�

+ and ally, η.

Let A be elliptic, and letT = (r′B1, . . . , r
′BN) be a vector of trace operators, r′u = u|� n−1 ,

for differential operators

B j =
∑

|α|+|β|≤m j

b j
αβ (x, y)Dαx Dβy

with coefficientsb j
αβ ∈ C∞(U × �) andm j < m for all j . Assume that the boundary value

problem

Au = f in U ∩
�n

+ , T u = g on U ∩
�n−1(143)

is elliptic in the sense that the trace operators satisfy theShapiro-Lopatinskij condition with
respect toA

(
clearly, N is known by the problem, e.g., ifm is even andn + q ≥ 3, we have

N = m
2

)
. Let us form

σ∧(T)(y, η) = (σ∧(T1)(y, η), . . . , σ∧(TN )(y, η))

whereσ∧(Tj )(y, η) = r′
∑

|α|+|β|=m j
b j

j α(0, y)Dαxη
β : Hs(�n

+

)
−→ Hs−m j −

1
2
(�n−1),

s > m j + 1
2. Then

σ∧
(
Tj
)
(y, λη) = λm j +

1
2σ∧

(
Tj
)
(y, η)κ−1

λ(144)

for all λ ∈
�

+ and all(y, η) ∈ �× (
�q \ 0). We have

σ∧(
�
)(y, η) :=

(
σ∧(A)(y, η)
σ∧(T)(y, η)

)
∈ C∞

(
�, �m,d;0

cl

(� n
+; v;

�q \ 0
))

(145)

with the above-mentioned interpretation of the order superscript
(
andγ j = −m + m j + 1

2 , j =

1, . . . , N, while the numbersβ j disappear in this case
)
, d = maxj (m j + 1), v = (1,1; 0, N).

THEOREM 24. Let
�

=

(
A
T

)
be elliptic in U ×�. Then

σ∧(
�
)(y, η) : Hs (�n

+

)
−→




Hs−m (�n
+

)

⊕

⊕N
j =1Hs−m j −

1
2
(�n−1)


(146)

is a family of invertible operators for all(y, η) ∈ �× (
�q \ 0) and all s> max(m, d)− 1

2 , and
we have

σ∧(
�
)−1(y, η) ∈ C∞

(
�, �−m,0;0

cl

(� n
+; v−1;

�q \ 0
))
,

cf. the notation in Remark 30 and formula (141).
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Proof. By assumptionA is elliptic in U × �, i.e.,σψ (A)(x, y, ξ, η) 6= 0 for all (x, y) ∈ U ×

� and (ξ, η) 6= 0. Thus theη-dependent familya(y, η) =
∑

|α|+|β|=m aαβ (0, y)Dαxη
β of

differential operators with respect tox (smoothly dependent ony) is parameter-dependent elliptic
with parametersη ∈

�n−1 \0 with respect to(σψ , σe, σψ,e), uniformly on compact subsets with
respect toy). For similar reasons, the Shapiro-Lopatinskij conditionof the original boundary
value problem (143), i.e., the invertibility of

σ∂

(
A
T

) (
x′, y, ξ ′, η

)
: �
(�

+
)

−→

�
(�

+
)

⊕

� N

for all (x′, y) ∈
(
U ∩

�n−1) × �, (ξ ′, η) 6= 0, gives us parameter-dependent ellipticity with
parameterη ∈

�n \ 0 with respect to(σ∂ , σe′ , σ∂,e′ ) (uniformly on compact subsets with respect
to y). Applying Theorem 21 we find for everyy ∈ � a constantC > 0 (which can obviously be
chosen uniformly on compact subsets of�) such that (146) is invertible for|η| > C. Because
of theκλ-homogeneity ofσ∧(

�
)(y, η) (i.e., relations (142) and (144)) we get the invertibility of

(146) for allη 6= 0. Concerning the asserted nature of the inverse we can applyTheorem 21.
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