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#### Abstract

Goguen categories were introduced in [13] as a suitable categorical description of $\mathcal{L}$-fuzzy relations, i.e., of relations taking values from an arbitrary complete Brouwerian lattice $\mathcal{L}$ instead of the unit interval $[0,1]$ of the real numbers. In this paper we want to study operations on morphisms of a Goguen category which are derived from suitable binary functions on the underlying lattice of scalar elements, i.e., on the abstract counterpart of $\mathcal{L}$.


## 1. Introduction

To handle uncertain or incomplete information, Zadeh [16] introduced the concept of fuzzy sets. Later on, Goguen [5] generalized this concept to $\mathcal{L}$-fuzzy sets and relations for an arbitrary completely distributive lattice $\mathcal{L}$ (or at least a complete Brouwerian lattice) instead of the unit interval $[0,1]$ of the real numbers. To model linear logic Barr [1] uses $*$-autonomous lattices for $\mathcal{L}$. Later on, those lattices are replaced by $*$-autonomous categories to generalize the lattice construction. It is well-known that the category of $\mathcal{L}$-fuzzy relations between sets constitutes a Dedekind category introduced in [8].

On the other hand, in [13] it was shown that a suitable algebraic formalization for arbitrary $\mathcal{L}$-fuzzy relations demands an extra operator. In particular, it was shown that there is no formula in the theory of Dedekind categories expressing the fact that a given $\mathcal{L}$-fuzzy relation is $0-1$ crisp, i.e., all entries are either the least element 0 or the greatest element 1. Therefore, the concept of Goguen categories was introduced. It was shown that the standard model of $\mathcal{L}$-fuzzy relations is indeed a Goguen category and that the abstract notion of crispness in this theory coincides with $0-1$ crispness of $\mathcal{L}$-fuzzy relations.

Since $t$-norms are suitable candidates for conjunctions and $t$-conorms for disjunction they are widely used within applications of fuzzy theory. Usually, operations on fuzzy sets and/or relations derived from $t$-norms and $t$-conorms are the basic means to combine several parts of a fuzzy system. For example, the decision-module within a fuzzy controller, i.e., the process deciding which rule on the linguistic variables is activated with a certain degree, may be modeled by a suitable composition operator. Therefore, every theory intended on describing fuzzy systems should be able to model such operations. The corresponding notion of $t$-norms and $t$-conorms for complete Brouwerian lattices is given by complete lattice-ordered semi groups introduced in [5].

The aim of this paper is to define such derived operations within arbitrary Goguen categories and prove their basic properties. This shows once more (cf. [13, 14, 15]) that

[^0]Goguen categories are suitable to describe arbitrary $\mathcal{L}$-fuzzy systems.
We assume that the reader is familiar with the basic concepts of allegories [4] and/or Dedekind categories [8].

## 2. Lattices and Antimorphisms

In this section we will introduce some well-known results from lattice theory (cf. [2]). We denote a lattice and the induced ordering by $(\mathcal{L}, \sqcup, \sqcap)$ resp. $\sqsubseteq$.

A lattice is called complete iff for every subset $M \subseteq \mathcal{L}$ (including $\emptyset$ ) the least upper bound $\bigsqcup M$ and the greatest lower bound $\rceil M$ of $M$ in $\mathcal{L}$ exists. Notice, that a complete lattice has a least element $0=\bigsqcup \emptyset=\Pi \mathcal{L}$ and a greatest element $1=\Pi \emptyset=\bigsqcup \mathcal{L}$.

A distributive lattice $\mathcal{L}$ is called a complete Brouwerian lattice iff $\mathcal{L}$ is complete and $x \sqcap \sqcup M=\bigsqcup_{y \in M}(x \sqcap y)$ holds for all $x \in \mathcal{L}$ and $M \subseteq \mathcal{L}$.

Suppose $f: \mathcal{L} \longrightarrow \mathcal{L}$ is a monotone function, i.e., $x \sqsubseteq y$ implies $f(x) \sqsubseteq f(y)$ for all $x, y \in \mathcal{L}$, on a complete lattice $\mathcal{L}$. If $a$ is an element from $\mathcal{L}$ such that $a \sqsubseteq f(a)$ then there exists a least fixpoint $\mu_{f}(a)$ of $f$ greater or equal to $a$, i.e., $f\left(\mu_{f}(a)\right)=\mu_{f}(a), a \sqsubseteq \mu_{f}(a)$ and if $f(b)=b$ and $a \sqsubseteq b$ then we have $\mu_{f}(a) \sqsubseteq b$.

A predicate $\mathfrak{P}$ is called admissible (or continuous) iff for every set $M \subseteq \mathcal{L}$ the property $\mathfrak{P}(x)$ for all $x \in M$ implies $\mathfrak{P}(\bigsqcup M)$. The so-called principle of fixpoint induction states that for every admissible predicate $\mathfrak{P}$, monotone function $f: \mathcal{L} \longrightarrow \mathcal{L}$, and $a \in \mathcal{L}$ with $a \sqsubseteq f(a)$ we may conclude from $\mathfrak{P}(a)$ (basis step) and $\mathfrak{P}(b)$ implies $\mathfrak{P}(f(b))$ for every $b \in \mathcal{L}$ (induction step) that $\mathfrak{P}\left(\mu_{f}(a)\right)$ holds. For $n$-ary predicates we get a similar result by taking the $n$-ary product of the underlying lattices.

The set of all functions between two lattices $\left(\mathcal{L}_{1}, \sqcap, \sqcup\right)$ and $\left(\mathcal{L}_{2}, \sqcap, \sqcup\right)$ may be ordered pointwise. This structure is again a lattice, and will be denoted by ( $\left.\mathcal{L}_{1} \longrightarrow \mathcal{L}_{2}, \sqcup, \sqcap\right)$. This lattice inherits interesting properties from $\mathcal{L}_{2}$, i.e., if $\mathcal{L}_{2}$ is a complete Brouwerian lattice then so is $\mathcal{L}_{1} \longrightarrow \mathcal{L}_{2}$.

A function $f: \mathcal{L}_{1} \longrightarrow \mathcal{L}_{2}$ is called antitonic iff $x \sqsubseteq y$ implies $f(y) \sqsubseteq f(x)$ for all $x, y \in \mathcal{L}_{1}$. The set of all antitone functions $\mathcal{L}_{1} \xrightarrow{\sqsupseteq} \mathcal{L}_{2}$ constitutes a sublattice of $\mathcal{L}_{1}$ $\longrightarrow \mathcal{L}_{2}$. Again, this sublattice inherits interesting properties from $\mathcal{L}_{1} \longrightarrow \mathcal{L}_{2}$.

A function $f: \mathcal{L}_{1} \longrightarrow \mathcal{L}_{2}$ is called an antimorphism iff $f(\bigsqcup M)=\square f(M)$ for all subsets $M$ of $\mathcal{L}_{1}$. Every antimorphism is antitonic, and we have $f(0)=f(\bigsqcup \emptyset)=\Pi \emptyset=1$. The set of all antimorphisms $\mathcal{L}_{1} \xrightarrow{\text { anti }} \mathcal{L}_{2}$ need not to be a sublattice of $\mathcal{L}_{1} \longrightarrow \mathcal{L}_{2}$ or $\mathcal{L}_{1}$ $\xrightarrow{\sqsupset} \mathcal{L}_{2}$. But this set forms a closure system, i.e., is closed under arbitrary intersections and contains the greatest function $x \mapsto 1$. Therefore, it induces the following closure operation

$$
\tau(f):=\rceil\{h \mid f \sqsubseteq h \text { and } h \text { antimorphism }\} .
$$

$\tau$ is a monotone mapping from $\mathcal{L}_{1} \longrightarrow \mathcal{L}_{2}$ to $\mathcal{L}_{1} \xrightarrow{\text { anti }} \mathcal{L}_{2}$, and we have $f \sqsubseteq \tau(f)$ and $\tau^{2}(f)=\tau(f)$ for all $f$. Now, $\mathcal{L}_{1} \xrightarrow{\text { anti }} \mathcal{L}_{2}$ together with the operations $\tau\left(\bigsqcup_{i \in I} f_{i}\right)$ and $\prod_{i \in I} f_{i}$
forms a complete lattice.
Unfortunately, the definition of $\tau$ gives us no information about the image of $\tau(f)$ for a given value $x \in \mathcal{L}_{1}$. Therefore, consider the following operation

$$
\varphi(f)(x):=\bigsqcup_{\substack{M \subseteq \mathcal{C}_{1} \\ \sqcup M=x}} \prod_{y \in M} f(y) .
$$

This $\varphi$ is monotonic, expanding and we have the following.
2.1. Lemma. Let $\mathcal{L}_{1}$ be a complete Brouwerian lattice, $\mathcal{L}_{2}$ a complete lattice and $f: \mathcal{L}_{1}$ $\longrightarrow \mathcal{L}_{2}$ be antitonic. Then we have $\tau(f)=\mu_{\varphi}(f)$.

A proof may be found in [14]. The last lemma gives us the possibility to prove properties of $\tau$ using fixpoint induction.

Later on, we will use a slightly modified definition of $\varphi$.
2.2. Lemma. Let $\mathcal{L}_{1}$ be a complete Brouwerian lattice, $\mathcal{L}_{2}$ a complete lattice and $f: \mathcal{L}_{1}$ $\longrightarrow \mathcal{L}_{2}$ be antitonic. Then we have

$$
\varphi(f)(x)=\bigsqcup_{\substack{M \subseteq \mathcal{C}_{1} \\ \triangle M \subseteq x}} \prod_{y \in M} f(y) .
$$

Proof. The inclusion $\sqsubseteq$ is trivial. Suppose $M$ is a subset of $\mathcal{L}_{1}$ such that $\bigsqcup M \sqsupseteq x$. Then define $N:=\{x \sqcap y \mid y \in M\}$ and conclude

$$
\bigsqcup N=\bigsqcup_{y \in M}(x \sqcap y)=x \sqcap \bigsqcup M=x .
$$

Furthermore, $x \sqcap y \sqsubseteq y$ and hence $f(y) \sqsubseteq f(x \sqcap y)$. This implies $\prod_{y \in M} f(y) \sqsubseteq \prod_{z \in N} f(z)$ and

$$
\bigsqcup_{\sqcup M \sqsupseteq x} \prod_{y \in M} f(y) \sqsubseteq \bigsqcup_{\sqcup M=x} \prod_{y \in M} f(y)=\varphi(f)(x) .
$$

## 3. Dedekind Categories

Throughout this paper, we use the following notations. To indicate that a morphism $R$ of a category $\mathcal{R}$ has source $A$ and target $B$ we write $R: A \longrightarrow B$. The collection of all morphisms $R: A \longrightarrow B$ is denoted by $\mathcal{R}[A, B]$ and the composition of a morphism $R: A$ $\longrightarrow B$ followed by a morphism $S: B \longrightarrow C$ by $R ; S$. Last but not least, the identity morphism on $A$ is denoted by $\mathbb{I}_{A}$.

In this section we recall some fundamentals on Dedekind categories [8, 9]. This kind of categories are called locally complete division allegories in [4].

### 3.1. Definition. A Dedekind category $\mathcal{R}$ is a category satisfying the following:

1. For all objects $A$ and $B$ the collection $\mathcal{R}[A, B]$ is a complete Brouwerian lattice. Meet, join, the induced ordering, the least and the greatest element are denoted by $\sqcap, \sqcup, \sqsubseteq, \Perp_{A B}, \Pi_{A B}$, respectively.
2. There is a monotone operation ${ }^{\smile}$ (called converse) mapping a relation $Q: A \longrightarrow B$ to $Q^{\smile}: B \longrightarrow A$ such that for all relations $Q: A \longrightarrow B$ and $R: B \longrightarrow C$ the following holds: $(Q ; R)^{\smile}=R^{\smile} ; Q^{\smile}$ and $\left(Q^{\smile}\right)^{\smile}=Q$.
3. For all relations $Q: A \longrightarrow B, R: B \longrightarrow C$ and $S: A \longrightarrow C$ the modular law $(Q ; R) \sqcap S \sqsubseteq Q ;\left(R \sqcap\left(Q^{\smile} ; S\right)\right)$ holds.
4. For all relations $R: B \longrightarrow C$ and $S: A \longrightarrow C$ there is a relation $S / R: A \longrightarrow B$ (called the left residual of $S$ and $R$ ) such that for all $X: A \longrightarrow B$ the following holds: $X ; R \sqsubseteq S \Longleftrightarrow X \sqsubseteq S / R$.

Notice, that by convention composition binds more tightly than meet. Therefore, axiom 3 may be written as $Q ; R \sqcap S \sqsubseteq Q ;\left(R \sqcap Q^{\smile} ; S\right)$.

Corresponding to the left residual, we define the right residual by $Q \backslash R:=\left(R^{\smile} / Q^{\smile}\right)^{\smile}$. This relation is characterized by $Q ; Y \sqsubseteq R \Longleftrightarrow Y \sqsubseteq Q \backslash R$.
3.2. Definition. Let $\mathcal{L}$ be a complete Brouwerian lattice. Then the structure of $\mathcal{L}$-fuzzy relations is defined as follows:

1. The objects are sets.
2. A relation $Q: A \longrightarrow B$ between two sets $A$ and $B$ is function from $A \times B$ to $\mathcal{L}$.
3. For $Q: A \longrightarrow B$ and $R: B \longrightarrow C$ composition is defined by

$$
(Q ; R)(x, z):=\bigsqcup_{y \in B} Q(x, y) \sqcap R(y, z) .
$$

4. For $Q: A \longrightarrow B$ the converse is defined by $Q^{\hookrightarrow}(x, y):=Q(y, x)$.
5. For $Q, S: A \longrightarrow B$ join and meet are defined by

$$
(Q \sqcup S)(x, y):=Q(x, y) \sqcup S(x, y), \quad(Q \sqcap S)(x, y):=Q(x, y) \sqcap S(x, y)
$$

6. The identity, zero and universal elements are defined by

$$
\mathbb{I}_{A}(x, y):= \begin{cases}0: x \neq y & \Perp_{A B}(x, y):=0 \\ 1: x=y, & \mathbb{\pi}_{A B}(x, y):=1\end{cases}
$$

There are some differences between the last definition and the corresponding one in [1]. First of all, in our definition the objects are usual sets (or $\mathcal{L}$-fuzzy sets with trivial structure maps). Furthermore, we do not require any extra structure on $\mathcal{L}$ so far. Later on, possible extra structure is used to define new operations on this category. Notice, that the contravariant involution on $\mathcal{L}$-fuzzy relations in [1] is in our framework a combination of a negation operation and converse.

The $\mathcal{L}$-fuzzy relations constitute a Dedekind category. Such a relation is called $0-1$ crisp iff $R(x, y)=0$ or $R(x, y)=1$ holds for all $x$ and $y$. Crisp relation may be identified with classical relations, i.e., with relations over the truth values. Consequently, for crisp relations we will use the term $R(x, y)$ as a shorthand for $R(x, y)=1$.

In the next lemma we have collected some basic properties of relations in a Dedekind category. We will use these properties throughout the paper without mentioning. Proofs may be found in $[3,4,10,11,12]$.
3.3. Lemma. Let $\mathcal{R}$ be a Dedekind category, $A, B, C, D$ objects of $\mathcal{R}$ and $Q_{1}, Q_{2}$, $Q_{i}: A \longrightarrow B, R_{1}, R_{2}, R_{i}: B \longrightarrow C$ for $i \in I, S, S_{1}, S_{2}: A \longrightarrow C$ and $T: B$ $\longrightarrow D$. Then we have

1. $\Perp_{A B}^{\breve{C}}=\Perp_{B A}, \Pi_{A B}^{\smile}=\Pi_{B A}$ and $\mathbb{I}_{A}^{\leftrightharpoons}=\mathbb{I}_{A}$,
2. $\pi_{A A} ; \pi_{A B}=\pi_{A B} ; \Pi_{B B}=\pi_{A B} ; \Pi_{B A} ; \Pi_{A B}=\pi_{A B}$,
3. $Q_{1} ; \Perp_{B C}=\Perp_{A B} ; R_{1}=\Perp_{A C}$,
4. $\left(\prod_{i \in I} R_{i}\right)^{\smile}=\prod_{i \in I} R_{i}^{\smile}$,
5. $\left(\bigsqcup_{i \in I} R_{i}\right)^{\smile}=\bigsqcup_{i \in I} R_{i}^{\smile}$,
6. if $Q_{1} \sqsubseteq Q_{2}$ and $R_{1} \sqsubseteq R_{2}$ then $Q_{1} ; R_{1} \sqsubseteq Q_{2} ; R_{2}$,
7. $Q_{1} ; R_{1} \sqcap S \sqsubseteq\left(Q_{1} \sqcap S ; R_{1}^{\smile}\right) ; R_{1}$,
8. $Q_{1} ;\left(\bigsqcup_{i \in I} R_{i}\right)=\bigsqcup_{i \in I} Q_{1} ; R_{i}$,
9. $Q_{1} ;\left(\prod_{i \in I} R_{i}\right) \sqsubseteq \prod_{i \in I} Q_{1} ; R_{i}$,
10. $\left(Q_{1} \sqcap S ; \mathbb{T}_{C B}\right) ; T=Q_{1} ; T \sqcap S ; \mathbb{T}_{C D}$,
11. $Q_{1} \sqsubseteq Q_{1} ; Q_{1}^{\succ} ; Q_{1}$,
12. $S / \mathbb{I}_{C}=S$ and $\mathbb{I}_{A} \backslash S=S$,
13. $Q_{2} \sqsubseteq Q_{1}, R_{2} \sqsubseteq R_{1}$ and $S_{1} \sqsubseteq S_{2}$ implies $S_{1} / R_{1} \sqsubseteq S_{2} / R_{2}$ and $Q_{1} \backslash S_{1} \sqsubseteq Q_{2} \backslash S_{2}$,
14. $\left(S / R_{1}\right) ; R_{1} \sqsubseteq S$ and $Q_{1} ;\left(Q_{1} \backslash S\right) \sqsubseteq S$,
15. $\prod_{i \in I}\left(S / R_{i}\right)=S / \bigsqcup_{i \in I} R_{i}$ and $\prod_{i \in I}\left(Q_{i} \backslash S\right)=\bigsqcup_{i \in I} Q_{i} \backslash S$.

In some sense a relation of a Dedekind category may be seen as an $\mathcal{L}$-relation. The lattice $\mathcal{L}$ may equivalently be characterized by the ideal relations, i.e., a relation $J: A$ $\longrightarrow B$ satisfying $\Pi_{A A} ; J ; \Pi_{B B}=J$, or by the scalar relations.
3.4. Definition. $A$ relation $\alpha: A \longrightarrow A$ is called a scalar on $A$ iff $\alpha \sqsubseteq \mathbb{I}_{A}$ and $\Pi_{A A} ; \alpha=\alpha ; \Pi_{A A}$. The set of all scalars on $A$ is denoted by $\operatorname{Sc}_{\mathcal{R}}(A)$.

The notion of ideal elements was introduced by Jónsson and Tarski [6] and the notion of scalars by Furusawa and Kawahara [7].

For an element $l$ of a complete Brouwerian lattice $\mathcal{L}$ we may define a scalar in the category of $\mathcal{L}$-fuzzy relations by

$$
\alpha_{l}(x, y)=\left\{\begin{array}{l}
l \text { iff } x=y \\
0 \text { iff } x \neq y .
\end{array}\right.
$$

Obviously, this constitutes an isomorphism between $\mathcal{L}$ and the lattice of scalars. Therefore, we identify the elements of $\mathcal{L}$ and the scalar relations.

Notice that we have $\alpha ; \beta=\alpha \sqcap \beta$ since scalars are partial identities. Furthermore, the collection of ideal elements on $A$ is isomorphic to the collection of scalars on $A$ via the mappings $\phi(J):=J \sqcap \mathbb{I}_{A}$ and $\phi^{-1}(\alpha):=\alpha ; \mathbb{T}_{A A}$.
3.5. Lemma. Let $\alpha, \beta$ be a scalar on $A$ and $Q \in \mathcal{R}[A, B]$. Then we have

1. $\alpha ; Q=\alpha ; \Pi_{A B} \sqcap Q$,
2. $\alpha ; Q=Q ;\left(\mathbb{T}_{B A} ; \alpha ; \mathbb{T}_{A B} \sqcap \mathbb{I}_{B}\right)$,
3. $(\alpha \sqcap \beta) ; Q=\alpha ; Q \sqcap \beta ; Q$.

Proof. 1. We immediately conclude

$$
\begin{aligned}
\alpha ; \mathbb{\pi}_{A B} \sqcap Q & =\left(\alpha ; \mathbb{\pi}_{A A} \sqcap \mathbb{I}_{A}\right) ; Q & & \text { Lemma } 3.3(10) \\
& =\alpha ; Q . & & \phi \text { is an isomorphism }
\end{aligned}
$$

2. Consider the following computation.

$$
\begin{aligned}
Q ;\left(\mathbb{T}_{B A} ; \alpha ; \mathbb{T}_{A B} \sqcap \mathbb{I}_{B}\right) & =\prod_{A A} ; \alpha ; \mathbb{T}_{A B} \sqcap Q & & \text { Lemma } 3.3(10) \\
& =\alpha ; \mathbb{T}_{A A} ; \mathbb{T}_{A B} \sqcap Q & & \alpha \text { scalar } \\
& =\alpha ; \mathbb{T}_{A B} \sqcap Q & & \text { Lemma } 3.3(2) \\
& =\alpha ; Q & & \text { by } 1 .
\end{aligned}
$$

3. The inclusion $\sqsubseteq$ is trivial. Using the modular law and the isomorphism $\phi$ we conclude

$$
\alpha ; Q \sqcap \beta ; Q \sqsubseteq\left(\alpha \sqcap \beta ; Q ; Q^{\smile}\right) ; Q \sqsubseteq\left(\alpha \sqcap \beta ; \mathbb{T}_{A A}\right) ; Q=\left(\alpha \sqcap \beta ; \mathbb{T}_{A A} \sqcap \mathbb{I}_{A}\right) ; Q=(\alpha \sqcap \beta) ; Q
$$
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and hence the assertion.


## 4. Goguen Categories

In [13], it was shown that we need an additional concept to define a suitable algebraic theory of $\mathcal{L}$-fuzzy relations. Our approach introduces two operations mapping every relation to the greatest crisp relation it contains resp. to the least crisp relation it is included in. We now give the abstract definition.
4.1. Definition. A Goguen category $\mathcal{G}$ is a Dedekind category with $\Perp_{A B} \neq \Pi_{A B}$ for all objects $A$ and $B$ together with two operations ${ }^{\uparrow}$ and $\downarrow$ satisfying the following:

1. $R^{\uparrow}, R^{\downarrow}: A \longrightarrow B$ for all $R: A \longrightarrow B$.
2. $\left({ }^{\uparrow},{ }^{\downarrow}\right)$ is a Galois correspondence, i.e., $S \sqsupseteq R^{\uparrow} \Longleftrightarrow R \sqsubseteq S^{\downarrow}$ for all $R, S: A \longrightarrow B$.
3. $\left(R^{\smile} ; S^{\downarrow}\right)^{\uparrow}=R^{\uparrow} ; S^{\downarrow}$ for all $R: B \longrightarrow A$ and $S: B \longrightarrow C$.
4. If $\alpha \neq \Perp_{A A}$ is a nonzero scalar then $\alpha^{\uparrow}=\mathbb{I}_{A}$.
5. For all antimorphisms $f: \operatorname{Sc}_{\mathcal{G}}(A) \xrightarrow{\text { anti }} \mathcal{G}[A, B]$ such that $f(\alpha)^{\uparrow}=f(\alpha)$ for all $\alpha \in \operatorname{Sc}_{\mathcal{G}}(A)$ and all $R: A \longrightarrow B$ the following equivalence holds

$$
R \sqsubseteq \underset{\substack{\alpha: A \xrightarrow{\alpha \text { scalar }}}}{\bigsqcup} \alpha ; f(\alpha) \quad \Longleftrightarrow \quad(\alpha \backslash R)^{\downarrow} \sqsubseteq f(\alpha) \text { for all } \alpha \in \operatorname{Sc}_{\mathcal{G}}(A)
$$

The obvious definition of ${ }^{\uparrow}$ and ${ }^{\downarrow}$ for $\mathcal{L}$-fuzzy relations gives the standard model.
4.2. Theorem. Let $\mathcal{L}$ be a complete Brouwerian lattice. Then the Dedekind category of $\mathcal{L}$-fuzzy relations together with the operations

$$
R^{\uparrow}(x, y):=\left\{\begin{array}{l}
1 \text { iff } R(x, y) \neq 0 \\
0 \text { iff } R(x, y)=0
\end{array}, \quad R^{\downarrow}(x, y):=\left\{\begin{array}{l}
1 \text { iff } R(x, y)=1 \\
0 \text { iff } R(x, y) \neq 1
\end{array},\right.\right.
$$

is a Goguen category.
A proof of the theorem above and all other properties in this section not given here may be found in [13].

According to the definitions in the last theorem we define crispness in an arbitrary Goguen category as follows.
4.3. Definition. $A$ relation $R: A \longrightarrow B$ of a Goguen category is called crisp iff $R^{\uparrow}=R$ (or equivalently $R^{\downarrow}=R$ ). The crisp fragment $\mathcal{G}^{\uparrow}$ of $\mathcal{G}$ is defined as the collection of all crisp relations of $\mathcal{G}$.

Notice, that the fact that $\left({ }^{\uparrow}, \downarrow\right)$ is a Galois correspondence implies

1. $R \sqsubseteq R^{\uparrow \downarrow}$ and $R \sqsupseteq R^{\downarrow \uparrow}$,
2. $R^{\uparrow}=R^{\uparrow \downarrow \uparrow}$ and $R^{\downarrow}=R^{\downarrow \uparrow \downarrow}$,
3. $\left(\bigsqcup_{i \in I} R_{i}\right)^{\uparrow}=\bigsqcup_{i \in I} R_{i}^{\uparrow}$ and $\left(\prod_{i \in I} R_{i}\right)^{\downarrow}=\prod_{i \in I} R_{i}^{\downarrow}$.

A strong version of Axiom 5, where both inclusions are replaced by equality, is also valid.

In the next lemma we have collected some basic properties of Goguen categories.
4.4. Lemma. Let $\mathcal{G}$ be a Goguen category. Then the following holds:

1. $\mathbb{I}_{A}^{\uparrow}=\mathbb{I}_{A}$.
2. $R^{\downarrow \uparrow}=R^{\downarrow}$.
3. $R^{\uparrow \downarrow}=R^{\uparrow}$.
4. ${ }^{\uparrow}$ is a closure and ${ }^{\downarrow}$ a kernel (or co-closure) operation, i.e., ${ }^{\uparrow}$ is monotonic, $R \sqsubseteq R^{\uparrow}$, $R^{\uparrow \uparrow}=R^{\uparrow}$ and $\downarrow$ is monotonic, $R^{\downarrow} \sqsubseteq R, R^{\Downarrow \downarrow}=R^{\downarrow}$.
5. $R=R^{\uparrow} \Longleftrightarrow R^{\downarrow}=R$.
6. $\Perp_{A B}^{\uparrow}=\Perp_{A B}$ and $\Pi_{A B}^{\downarrow}=\Pi_{A B}$.
7. $R^{\llcorner\uparrow}=R^{\uparrow}$ and $R^{\llcorner\downarrow}=R^{\downarrow}$.
8. $\left(R ; S^{\uparrow}\right)^{\uparrow}=R^{\uparrow} ; S^{\uparrow}$ and $\left(R^{\uparrow} ; S\right)^{\uparrow}=R^{\uparrow} ; S^{\uparrow}$.
9. For all nonzero ideal relations $J^{\uparrow}=\pi_{A B}$ holds.
10. $\left(\alpha \backslash R^{\uparrow}\right)^{\downarrow}=R^{\uparrow}$ for all $\Perp_{A A} \neq \alpha \in \mathrm{Sc}_{\mathcal{G}}(A)$.
11. $R=\underset{\substack{\alpha: A \xrightarrow{\longrightarrow} \text { scalar }}}{\bigsqcup} \alpha ;(\alpha \backslash R)^{\downarrow}$,
12. $R^{\uparrow}=\underset{\substack{\alpha \neq \Perp_{A A} \\ \alpha \text { scalar }}}{\bigsqcup}(\alpha \backslash R)^{\downarrow}$.

The relation $(\alpha \backslash R)^{\downarrow}$ is called the $\alpha$-cut of $R$. For $\mathcal{L}$-fuzzy relation it is characterized by the following lemma.
4.5. Lemma. For an $\mathcal{L}$-fuzzy relation $R: A \longrightarrow B$ and a scalar $\alpha$ on $A$ we have

$$
(\alpha \backslash R)^{\downarrow}(x, y) \quad \Longleftrightarrow \quad R(x, y) \sqsupseteq \alpha
$$

Proof. Define a crisp relation $Q: A \longrightarrow B$ by

$$
Q\left(x^{\prime}, y^{\prime}\right):= \begin{cases}1 & \text { iff } x^{\prime}=x \text { and } y^{\prime}=y \\ 0 & \text { otherwise }\end{cases}
$$

Then we conclude

$$
\begin{aligned}
(\alpha \backslash R)^{\downarrow}(x, y) & \Longleftrightarrow Q \sqsubseteq(\alpha \backslash R)^{\downarrow} \quad \text { by definition of } Q \\
& \Longleftrightarrow Q \sqsubseteq \alpha \backslash R \\
& \Longleftrightarrow \alpha ; Q \sqsubseteq R \\
& \Longleftrightarrow \\
& \Longleftrightarrow \alpha \sqsubseteq R(x, y),
\end{aligned}
$$

where the last equivalence follows from $(\alpha ; Q)(x, y)=\alpha$ and $(\alpha ; Q)\left(x^{\prime}, y^{\prime}\right)=0$ if $x^{\prime} \neq x$ or $y^{\prime} \neq y$.

The last lemma shows that Lemma 4.4 (11) is an abstract version of the so-called $\alpha$-cut Theorem of fuzzy theory.

In [13] it was shown that the sets $\operatorname{Sc}_{\mathcal{G}}(A)$ and $\operatorname{Sc}_{\mathcal{G}}(B)$ of scalars on $A$ resp. on $B$ are isomorphic via the mapping $\alpha \mapsto \mathbb{T}_{B A} ; \alpha ; \mathbb{\pi}_{A B} \sqcap \mathbb{I}_{B}$. Therefore, we identify those sets, and properties like Lemma 3.5 (2) become $\alpha ; Q=Q ; \alpha$. We call the set of scalars the underlying lattice of $\mathcal{G}$ and denote it by $\operatorname{Sc}[\mathcal{G}]$.

Any relation on an object $A$ with $\mathbb{\pi}_{A A}=\mathbb{I}_{A}$ is a scalar. Therefore, such an $A$ may be seen as the object of the underlying lattice. We call a Goguen category $\mathcal{G}$ trivial iff $\pi_{A A}=\mathbb{I}_{A}$ holds for all object $A$ and non trivial otherwise.
4.6. Lemma. Let $\alpha$ be a scalar and $Q: A \longrightarrow B$. Then we have $(\alpha \backslash Q)^{\downarrow}=\left(\alpha \backslash Q^{\smile}\right)^{\downarrow}$. Proof. The computation

$$
\begin{aligned}
& X \sqsubseteq(\alpha \backslash Q)^{\downarrow} \quad \Longleftrightarrow \quad X^{\smile} \sqsubseteq(\alpha \backslash Q)^{\downarrow} \\
& \Longleftrightarrow \quad \alpha ; X^{\llcorner\uparrow} \sqsubseteq Q \\
& \Longleftrightarrow \alpha ; X^{\uparrow} \sqsubseteq Q \quad \text { Lemma } 4.4 \text { (7) } \\
& \Longleftrightarrow\left(X^{\uparrow} ; \alpha\right)^{\smile} \sqsubseteq Q \quad \alpha \text { partial identity } \\
& \Longleftrightarrow \quad X^{\uparrow} ; \alpha \sqsubseteq Q^{\hookrightarrow} \\
& \Longleftrightarrow \quad \alpha ; X^{\uparrow} \sqsubseteq Q^{\smile} \quad \text { Lemma } 3.5 \text { (2) } \\
& \Longleftrightarrow X \sqsubseteq\left(\alpha \backslash Q^{\smile}\right)^{\downarrow}
\end{aligned}
$$

shows the assertion.
Furthermore, in [13] it was shown that $\mathcal{G}^{\uparrow}$ is a subcategory of $\mathcal{G}$ and together with the operations of $\mathcal{G}$ a simple Dedekind category, i.e., the collection of crisp relations is closed under all operations and we have

$$
R \neq \Perp_{A B} \quad \Longrightarrow \quad \pi_{C A} ; R ; \pi_{B D}=\pi_{C D}
$$

for all crisp relations $R$. Since $\Perp_{A A} \neq \mathbb{T}_{A A}$ and hence $\mathbb{I}_{A} \neq \Perp_{A A}$ this implies that $\mathcal{G}$ is uniform, i.e., $\pi_{A B} ; \pi_{B C}=\pi_{A C}$.
4.7. Lemma. Let $Q, R: A \longrightarrow B$ be crisp relations and $\alpha, \beta \in \mathrm{Sc}[\mathcal{G}]$. Then we have

$$
\alpha ; Q \sqsubseteq \beta ; R \quad \Longleftrightarrow \quad \alpha=\Perp_{A A} \text { or } Q=\Perp_{A B} \text { or }(\alpha \sqsubseteq \beta \text { and } Q \sqsubseteq R) .
$$

Proof. The implication $\Leftarrow$ is trivial. Suppose $\alpha ; Q \sqsubseteq \beta ; R, \alpha \neq \Perp_{A A}$ and $Q \neq \Perp_{A B}$. Then we have

$$
\begin{array}{rlrl}
\alpha & =\alpha ; \mathbb{T}_{A A} \sqcap \mathbb{I}_{A} & & \phi \text { is an isomorphism } \\
& =\alpha ; \mathbb{T}_{A A} ; Q ; \mathbb{\pi}_{B A} \sqcap \mathbb{I}_{A} & & Q \neq \Perp_{A B} \text { and crisp } \\
& =\mathbb{T}_{A A} ; \alpha ; Q ; \mathbb{T}_{B A} \sqcap \mathbb{I}_{A} & \alpha \text { scalar } \\
& \sqsubseteq \mathbb{\pi}_{A A} ; \beta ; R ; \mathbb{\pi}_{B A} \sqcap \mathbb{I}_{A} & & \\
& =\beta ; \mathbb{\pi}_{A A} ; R ; \mathbb{\pi}_{B A} \sqcap \mathbb{I}_{A} & \beta \text { scalar } \\
& \sqsubseteq \beta ; \mathbb{T}_{A A} \sqcap \mathbb{I}_{A} & & \\
& =\beta & & \phi \text { is an isomorphism. }
\end{array}
$$

Furthermore, we get $Q=\alpha^{\uparrow} ; Q^{\uparrow}=(\alpha ; Q)^{\uparrow} \sqsubseteq(\beta ; R)^{\uparrow} \sqsubseteq R^{\uparrow}=R$ since $Q$ and $R$ are crisp and $\alpha \neq \Perp_{A A}$ implies $\alpha^{\uparrow}=\mathbb{I}_{A}$.

From the last lemma we may easily deduce the value of an $\alpha$-cut of a scalar and an ideal element.
4.8. Lemma. Let $\alpha, \beta \in \mathrm{Sc}[\mathcal{G}]$. Then we have

$$
(\alpha \backslash \beta)^{\downarrow}=\left\{\begin{array}{ll}
\mathbb{\Pi}_{A A} & \text { iff } \alpha=\Perp_{A A} \\
\mathbb{I}_{A} & \text { iff } \Perp_{A A} \neq \alpha \sqsubseteq \beta \\
\Perp_{A A} & \text { otherwise }
\end{array} \quad\left(\alpha \backslash\left(\beta ; \mathbb{T}_{A B}\right)\right)^{\downarrow}= \begin{cases}\mathbb{\Pi}_{A B} & \text { iff } \alpha \sqsubseteq \beta \\
\Perp_{A B} & \text { otherwise }\end{cases}\right.
$$

Proof. Using Lemma 4.7 we conclude

$$
\begin{aligned}
X \sqsubseteq(\alpha \backslash \beta)^{\downarrow} & \Longleftrightarrow \alpha ; X^{\uparrow} \sqsubseteq \beta \\
& \Longleftrightarrow X=\Perp_{A A} \text { or } \alpha=\Perp_{A A} \text { or }\left(\alpha \sqsubseteq \beta \text { and } X \sqsubseteq \mathbb{I}_{A}\right)
\end{aligned}
$$

and $\quad Y \sqsubseteq\left(\alpha \backslash\left(\beta ; \mathbb{T}_{A B}\right)\right)^{\downarrow} \Longleftrightarrow \alpha ; Y^{\uparrow} \sqsubseteq \beta ; \mathbb{T}_{A B}$

$$
\Longleftrightarrow \quad Y=\Perp_{A B} \text { or }\left(\alpha \sqsubseteq \beta \text { and } X \sqsubseteq \mathbb{\pi}_{A B}\right)
$$

which implies the assertion.
Last, but not least, we prove a technical lemma which later will be used several times.
4.9. Lemma. Let $f: \operatorname{Sc}[\mathcal{G}] \longrightarrow \mathcal{G}[A, B]$ be an antitone mapping such that $f(\alpha)$ is crisp for all $\alpha$. Then we have

$$
\text { 1. } \bigsqcup_{\alpha \in \mathrm{Sc}[\mathcal{G}]} \alpha ; f(\alpha)=\bigsqcup_{\alpha \in \mathrm{Sc}[\mathcal{G}]} \alpha ; \tau(f)(\alpha) \text {, }
$$

2. $\left(\beta \backslash\left(\bigsqcup_{\alpha \in S c[\mathcal{G}]} \alpha ; f(\alpha)\right)\right)^{\downarrow}=\tau(f)(\beta)$ for all scalars $\beta$.

Proof. 1. The inclusion $\sqsubseteq$ is trivial since $\tau$ is a closure. The other direction follows from $\beta ; \tau(f)(\beta) \sqsubseteq \bigsqcup_{\alpha \in \mathrm{Sc}[\mathcal{G}]} \alpha ; f(\alpha)$ for all $\beta$. This property is shown by fixpoint induction. Therefore, we define a predicate by

$$
\mathfrak{P}(g) \quad: \Longleftrightarrow \beta ; g(\beta) \sqsubseteq \bigsqcup_{\alpha \in \mathrm{Sc}[\mathcal{G}]} \alpha ; f(\alpha) \text { for all scalars } \beta
$$

This predicate is admissible since $\mathfrak{P}\left(g_{i}\right)$ for all $i \in I$ implies

$$
\begin{aligned}
\bigsqcup_{i \in I}\left(\beta ; g_{i}(\beta)\right) \sqsubseteq \bigsqcup_{\alpha \in \operatorname{Sc}[\mathcal{G}]} \alpha ; f(\alpha) & \Longleftrightarrow \beta ; \bigsqcup_{i \in I} g_{i}(\beta) \sqsubseteq \bigsqcup_{\alpha \in \mathrm{Sc}[\mathcal{G}]} \alpha ; f(\alpha) \\
& \Longleftrightarrow \beta ;\left(\bigsqcup_{i \in I} g_{i}\right)(\beta) \sqsubseteq \bigsqcup_{\alpha \in \mathrm{Sc}[\mathcal{G}]} \alpha ; f(\alpha)
\end{aligned}
$$

and hence $\mathfrak{P}\left(\bigsqcup_{i \in I} g_{i}\right)$.
The basis step is trivial since $\mathfrak{P}(f)$ is valid. Now, suppose $\mathfrak{P}(g)$ which is equivalent to $g(\beta) \sqsubseteq \beta \backslash\left(\bigsqcup_{\alpha \in \operatorname{Sc}[\mathcal{G}]} \alpha ; f(\alpha)\right)$. Then we conclude

$$
\begin{aligned}
& \beta ; \varphi(g)(\beta)=\beta ;\left(\bigsqcup_{\sqcup M=\beta} \prod_{\gamma \in M} g(\gamma)\right) \\
& =\bigsqcup_{\sqcup M=\beta} \beta ; \prod_{\gamma \in M} g(\gamma) \\
& \sqsubseteq \bigsqcup_{\sqcup M=\beta} \beta ; \prod_{\gamma \in M}\left(\gamma \backslash\left(\bigsqcup_{\alpha \in \mathrm{SC}[\mathcal{G}]} \alpha ; f(\alpha)\right)\right) \quad \text { induction hypothesis } \\
& =\bigsqcup_{\bigsqcup M=\beta} \beta ;\left(\beta \backslash\left(\bigsqcup_{\alpha \in \operatorname{Sc}[\mathcal{G}]} \alpha ; f(\alpha)\right)\right) \quad \text { Lemma } 3.3 \text { (15) and } \bigsqcup M=\beta \\
& =\beta ;\left(\beta \backslash\left(\bigsqcup_{\alpha \in \mathrm{Sc}[\mathcal{G}]} \alpha ; f(\alpha)\right)\right) \\
& \sqsubseteq \bigsqcup_{\alpha \in \mathrm{Sc}[\mathcal{G}]} \alpha ; f(\alpha)
\end{aligned}
$$

and hence $\mathfrak{P}(\varphi(g))$. The principle of fixpoint induction gives us $\mathfrak{P}(\tau(f))$.
2. By 1. we have $\bigsqcup_{\alpha \in \operatorname{Sc}[\mathcal{G}]} \alpha ; f(\alpha)=\bigsqcup_{\alpha \in \operatorname{Sc}[\mathcal{G}]} \alpha ; \tau(f)(\alpha)$. Using the strong version of Axiom 5 of a Goguen category we get the assertion.

## 5. Lattice-Ordered Semigroups

In fuzzy theory $t$-norms and $t$-conorms are essential for defining new operations for fuzzy sets or relations. The corresponding notion for $\mathcal{L}$-fuzzy relations is given by complete lattice-ordered semigroups introduced in [5].
5.1. Definition. Let $\mathcal{L}$ be a distributive lattice with least element 0 and greatest element 1 , * a binary operation on $\mathcal{L}$ and $e, z \in \mathcal{L}$. Then $(\mathcal{L}, *, e, z)$ is called a lattice-ordered operator set, abbreviated loos, iff

1.     * is monotonic in both arguments,
2. $e$ is a left and right neutral element for $*$, i.e., $x * e=e * x=x$ for all $x \in \mathcal{L}$,
3. $z$ is a left and right zero for $*$, i.e., $x * z=z * x=z$ for all $x \in \mathcal{L}$.

If $*$ is associative $(\mathcal{L}, *, e, z)$ is called a lattice-ordered semigroup (losg). Furthermore, if $\mathcal{L}$ is a complete Brouwerian lattice and $*$ is continuous (distributes over arbitrary unions), i.e.,

$$
x * \bigsqcup_{i \in I} y_{i}=\bigsqcup_{i \in I}\left(x * y_{i}\right) \quad \text { and } \quad\left(\bigsqcup_{i \in I} y_{i}\right) * x=\bigsqcup_{i \in I}\left(y_{i} * x\right)
$$

for all nonempty sets $I$. $(\mathcal{L}, *, e, z)$ is called a complete lattice-ordered operator set/semigroup (cloos/closg). Finally, the structures defined above are called commutative if $*$ is.

As usual, $e$ and $z$ are unique, i.e., if $e^{\prime}\left(z^{\prime}\right)$ is another left and right neutral element (left and right zero) for $*$ then $e^{\prime}=e\left(z^{\prime}=z\right)$.

Notice, that for $\mathcal{L}=[0,1], e=1$ and $z=0$ we get the usual definition of $t$-norms and for $e=0$ and $z=1$ of $t$-conorms.
$(\mathcal{L}, \sqcap, 1,0)$ and $(\mathcal{L}, \sqcup, 0,1)$ are commutative losg's. Furthermore, we may define the following operations

$$
x \circledast y:=\left\{\begin{array}{ll}
x & \text { iff } y=1, \\
y & \text { iff } x=1, \\
0 & \text { otherwise. }
\end{array} \quad x \boxplus y:= \begin{cases}x & \text { iff } y=0, \\
y & \text { iff } x=0, \\
1 & \text { otherwise. }\end{cases}\right.
$$

Again, $(\mathcal{L}, \circledast, 1,0)$ and $(\mathcal{L}, \boxplus, 0,1)$ are commutative losg's.
5.2. Lemma. Let $(\mathcal{L}, *, 1, z)$ be a loos. Then we have the following:

1. $z=0$, i.e., $x * 0=0 * x=0$ for all $x \in \mathcal{L}$,
2. $x \circledast y \sqsubseteq x * y \sqsubseteq x \sqcap y$ for all $x, y \in \mathcal{L}$,
3. $*=\sqcap$ iff $u * u=u$ for all $u \in \mathcal{L}$.

Proof. 1. $x * 0 \sqsubseteq 1 * 0=0$ and $0 * x \sqsubseteq 0 * 1=0$ and hence $z=0$.
2. The second inclusion follows immediately from $x * y \sqsubseteq x * 1=x$ and $x * y \sqsubseteq 1 * y=y$. Suppose $x \circledast y \neq 0$. Then $x=1$ or $y=1$, and hence $x \circledast y=1 \circledast y=y=1 * y=x * y$ resp. $x \circledast y=x \circledast 1=x=x * 1=x * y$.
3. $\Rightarrow$ is trivial, and $\Leftarrow$ follows from 2. and $x \sqcap y=(x \sqcap y) *(x \sqcap y) \sqsubseteq x * y$.

If the identity 1 of $(\mathcal{L}, *, 1, z)$ in the last lemma is replaced by 0 a dual version may be proved.
5.3. Lemma. Let $(\mathcal{L}, *, 0, z)$ be a loos. Then we have the following:

1. $z=1$, i.e., $x * 1=1 * x=1$ for all $x \in \mathcal{L}$,
2. $x \sqcup y \sqsubseteq x * y \sqsubseteq x \boxplus y$ for all $x, y \in \mathcal{L}$,
3. $*=\sqcup$ iff $u * u=u$ for all $u \in \mathcal{L}$.

Proof. Analog to Lemma 5.2.

## 6. Operations Derived From Lattice Ordered Semigroups

Within applications of fuzzy theory usually union, meet and composition operators derived from $t$-norms resp. $t$-conorms, or more general from commutative closg, are used. In this section we want to define such operations in an arbitrary Goguen category and prove their basic properties.

Throughout this section, unless otherwise stated, let $\mathcal{G}$ be a Goguen category and $*$ an operation such that $(\operatorname{Sc}[\mathcal{G}], *, \epsilon, \zeta)$ is a loos. Furthermore, suppose $\otimes$ is an operation on relations such that

1. $\otimes$ is defined for all pairs of relations from $\mathcal{G}[A, A]$ for all objects $A$ and it value is within $\mathcal{G}[B, B]$ for a suitable $B$ and if $Q \otimes R$ is defined for $Q: A \longrightarrow B$ and $R: C$ $\longrightarrow D$ then $\otimes$ is defined for all pairs of relations from $\mathcal{G}[A, B]$ and $\mathcal{G}[C, D]$,
2. if $Q \otimes R$ is defined for $Q: A \longrightarrow B$ and $R: C \longrightarrow D$ and within $\mathcal{G}[E, F]$ then $Q \otimes \Perp_{C D}=\Perp_{A B} \otimes R=\Perp_{E F}$,
3. if $\pi_{A B} \otimes \pi_{C D}$ is defined and within $\mathcal{G}[E, F]$ then $\pi_{A B} \otimes \pi_{C D}=\pi_{E F}$,
4. $\otimes$ distributes over arbitrary unions in both arguments, i.e., for all $Q, Q_{i}, R, R_{i}$ with $i \in I$ we have

$$
Q \otimes\left(\bigsqcup_{i \in I} R_{i}\right)=\bigsqcup_{i \in I}\left(Q \otimes R_{i}\right) \quad \text { and } \quad\left(\bigsqcup_{i \in I} Q_{i}\right) \otimes R=\bigsqcup_{i \in I}\left(Q_{i} \otimes R\right)
$$

whenever the application of $\otimes$ is defined,
5. for all $\alpha, \beta \in \mathrm{Sc}[\mathcal{G}]$ and relations $Q: A \longrightarrow B, R: C \longrightarrow D$ such that $Q \otimes R$ is defined and within $\mathcal{G}[E, F]$ we have

$$
\left(\alpha_{E} \sqcap \beta_{E}\right) ;(Q \otimes R)=\left(\alpha_{A} ; Q\right) \otimes\left(\beta_{C} ; R\right),
$$

6. $\otimes$ is closed on $\mathcal{G}^{\uparrow}$, i.e., for all crisp relations $Q, R$ such that $Q \otimes R$ is defined $Q \otimes R$ is crisp.

Notice that $\Pi$ and ; satisfy the properties above. 1,2 and 4 follow immediately from the definition of a Dedekind category. For meet property 3 is trivial and for composition it follows from the fact that $\mathbb{I}$ is crisp and that the crisp relations constitute a simple Dedekind category. Property 6 is true since the crisp relations are closed under all relational operations. Finally, property 5 is shown as follows.

$$
\begin{aligned}
(\alpha \sqcap \beta) ;(Q \sqcap R) & =(\alpha \sqcap \beta) ; \Pi_{A B} \sqcap Q \sqcap R & & \text { Lemma } 3.5 \text { (1) } \\
& =\alpha ; \Pi_{A B} \sqcap \beta ; \Pi_{A B} \sqcap Q \sqcap R & & \text { Lemma 3.5 (3) } \\
& =\alpha ; Q \sqcap \beta ; R & & \text { Lemma 3.5 (1) } \\
(\alpha \sqcap \beta) ; Q ; R & =\alpha ; \beta ; Q ; R & & \alpha, \beta \text { partial identities } \\
& =\alpha ; Q ; \beta ; R & & \text { Lemma } 3.5 \text { (2) }
\end{aligned}
$$

Now, we may define $*$ based operations as follows.

### 6.1. Definition. Let $Q, R$ be relations such that $Q \otimes R$ is defined. Then we define

$$
Q \otimes_{*} R:=\bigsqcup_{\alpha, \beta \in \operatorname{Sc}[\mathcal{G}]}(\alpha * \beta) ;\left((\alpha \backslash Q)^{\downarrow} \otimes(\beta \backslash R)^{\downarrow}\right)
$$

First of all, we want give an alternative definition of $Q \otimes_{*} R$ which corresponds to its $\alpha$-cut representation.
6.2. Lemma. Let $Q, R$ be relations such that $Q \otimes R$ is defined. Then we have

$$
Q \otimes_{*} R=\bigsqcup_{\alpha \in \operatorname{Sc}[\mathcal{G}]} \alpha ;\left(\bigsqcup_{\substack{\beta, \gamma \in \operatorname{Sc}[\mathcal{G}] \\ \beta * \gamma \sqsupseteq \alpha}}\left((\beta \backslash Q)^{\downarrow} \otimes(\gamma \backslash R)^{\downarrow}\right)\right)
$$

Proof. This may be obtained from

$$
\begin{aligned}
Q \otimes_{*} R & =\bigsqcup_{\alpha, \beta \in \operatorname{Sc}[\mathcal{G}]}(\alpha * \beta) ;\left((\alpha \backslash Q)^{\downarrow} \otimes(\beta \backslash R)^{\downarrow}\right) \\
& =\bigsqcup_{\alpha \in \operatorname{Sc}[\mathcal{G}]} \alpha ;\left(\bigsqcup_{\substack{\beta, \gamma \in \operatorname{Sc}[\mathcal{G}] \\
\beta * \gamma=\alpha}}\left((\beta \backslash Q)^{\downarrow} \otimes(\gamma \backslash R)^{\downarrow}\right)\right) \\
& =\bigsqcup_{\alpha \in \operatorname{Sc}[\mathcal{G}]} \alpha ;\left(\bigsqcup_{\substack{\beta, \gamma \in \operatorname{Sc}[\mathcal{G}] \\
\beta * \gamma \sqsupseteq \alpha}}\left((\beta \backslash Q)^{\downarrow} \otimes(\gamma \backslash R)^{\downarrow}\right)\right),
\end{aligned}
$$

where the last equality is shown as follows. The inclusion $\sqsubseteq$ is trivial and $\sqsupseteq$ is implied by $\alpha ;\left((\beta \backslash Q)^{\downarrow} \otimes(\gamma \backslash R)^{\downarrow}\right) \sqsubseteq(\beta * \gamma) ;\left((\beta \backslash Q)^{\downarrow} \otimes(\gamma \backslash R)^{\downarrow}\right)$ for $\beta * \gamma \sqsupseteq \alpha$.

The connection between the last lemma and the $\alpha$-cut representation is given as follows. Define $f: \operatorname{Sc}[\mathcal{G}] \longrightarrow \mathcal{G}^{\uparrow}[E, F]$ by

$$
f(\alpha):=\bigsqcup_{\substack{\beta, \gamma \in \mathcal{C}[G] \\ \beta * \gamma] a}}\left((\beta \backslash Q)^{\downarrow} \otimes(\gamma \backslash R)^{\downarrow}\right)
$$

From the following computation with $\alpha \sqsubseteq \alpha^{\prime}$

$$
\begin{aligned}
f\left(\alpha^{\prime}\right) & =\bigsqcup_{\substack{\beta, \gamma \in \operatorname{Sc}[\mathcal{G}] \\
\beta * \gamma \sqsupseteq \alpha^{\prime}}}\left((\beta \backslash Q)^{\downarrow} \otimes(\gamma \backslash R)^{\downarrow}\right) & & \text { definition } f \\
& \sqsubseteq \bigsqcup_{\substack{\beta, \gamma \in \operatorname{Sc}[\mathcal{G}] \\
\beta * \gamma \beth \alpha}}\left((\beta \backslash Q)^{\downarrow} \otimes(\gamma \backslash R)^{\downarrow}\right) & & \alpha \sqsubseteq \alpha^{\prime} \sqsubseteq \beta * \gamma \\
& =f(\alpha) & & \text { definition } f
\end{aligned}
$$

we conclude that $f$ is antitonic. By Lemma 4.9 (2) and the last lemma $Q \otimes_{*} R=$ $\bigsqcup_{\alpha \in \operatorname{Sc}[\mathcal{G}]}\left(\alpha_{E} ; \tau(f)(\alpha)\right)$ follows.

Second, we want to show that the definition above corresponds to the componentwise definition in the case of $\mathcal{L}$-fuzzy relations. Notice, that $;_{*}$ and the composition defined in [1] coincide.
6.3. Theorem. Let $Q, R$ be $\mathcal{L}$-fuzzy relations between the sets $A$ and $B$, and let $S$ be $a$ $\mathcal{L}$-fuzzy relation between $B$ and $C$. Then we have

1. $\left(Q \sqcap_{*} R\right)(x, y)=Q(x, y) * R(x, y)$,
2. $\left(Q ;{ }_{*} S\right)(x, z)=\bigsqcup_{y \in B} Q(x, y) * S(y, z)$.

Proof. 1. By the definitions of $\alpha$-cuts and meet we conclude

$$
\begin{aligned}
\left((\alpha \backslash Q)^{\downarrow} \sqcap(\beta \backslash R)^{\downarrow}\right)(x, y) & \Longleftrightarrow(\alpha \backslash Q)^{\downarrow}(x, y) \text { and }(\beta \backslash R)^{\downarrow}(x, y) \\
& \Longleftrightarrow Q(x, y) \sqsupseteq \alpha \text { and } R(x, y) \sqsupseteq \beta .
\end{aligned}
$$

This immediately implies

$$
\begin{aligned}
\left(Q \sqcap_{*} R\right)(x, y) & =\bigsqcup_{\alpha, \beta \in \operatorname{Sc}[\mathcal{G}]}\left((\alpha * \beta) ;\left((\alpha \backslash Q)^{\downarrow} \sqcap(\beta \backslash R)^{\downarrow}\right)\right)(x, y) \\
& =\quad \bigsqcup_{\substack{\alpha, \beta \in \operatorname{Sc}[\mathcal{G}] \\
((\alpha \backslash Q) \downarrow \cap(\beta) R) \downarrow(x, y)}} \alpha * \beta \\
& =\quad \bigsqcup_{\substack{\alpha, \beta \in \operatorname{Sc}[\mathcal{G}] \\
Q(x, y) \sqsupseteq \alpha \text { and } R(x, y) \sqsupseteq \beta}} \alpha * \beta \\
& =Q(x, y) * R(x, y),
\end{aligned}
$$

where the last equality follows from the monotonicity of $*$.
2. Again, by the definitions of $\alpha$-cuts and composition we conclude

$$
\begin{aligned}
\left((\alpha \backslash Q)^{\downarrow} ;(\beta \backslash S)^{\downarrow}\right)(x, z) & \Longleftrightarrow \exists y \in B:(\alpha \backslash Q)^{\downarrow}(x, y) \text { and }(\beta \backslash S)^{\downarrow}(y, z) \\
& \Longleftrightarrow \exists y \in B: Q(x, y) \sqsupseteq \alpha \text { and } S(y, z) \sqsupseteq \beta .
\end{aligned}
$$

This implies

$$
\begin{aligned}
(Q ; *)(x, z) & =\bigsqcup_{\alpha, \beta \in \operatorname{Sc}[\mathcal{G}]}\left((\alpha * \beta) ;\left((\alpha \backslash Q)^{\downarrow} ;(\beta \backslash S)^{\downarrow}\right)\right)(x, z) \\
& =\bigsqcup_{\substack{\alpha, \beta \in \operatorname{CC}[\mathcal{G}] \\
((\alpha \backslash Q) \downarrow ;(\beta) S) \downarrow)(x, z)}} \alpha * \beta \\
& =\bigsqcup_{\substack{\alpha, \beta \in \operatorname{SC}[\mathcal{G}]}} \alpha * \beta \\
& =\bigsqcup_{y \in B \in B} Q(x, y) * S(y, z),
\end{aligned}
$$

where the last equality is shown as follows. Suppose $Q(x, y) \sqsupseteq \alpha$ and $S(y, z) \sqsupseteq \beta$. Then we get $\alpha * \beta \sqsubseteq Q(x, y) * S(y, z) \sqsubseteq \bigsqcup_{y \in B} Q(x, y) * S(y, z)$ and hence

$$
\bigsqcup_{\substack{\alpha, \beta \in \operatorname{Sc}[\mathcal{G}] \\ \exists y: ~ \\ Q(x, y) \sqsupseteq \alpha \text { and } S(y, z) \sqsupseteq \beta}} \alpha * \beta \sqsubseteq \bigsqcup_{y \in B} Q(x, y) * S(y, z) .
$$

On the other hand, for all $y \in B$ we have

$$
Q(x, y) * S(y, z) \sqsubseteq \bigsqcup_{\substack{\alpha, \beta \in \operatorname{Sc}[\mathcal{G}] \\ \exists y: Q(x, y) \sqsupseteq \alpha \text { and } S(y, z) \sqsupseteq \beta}} \alpha * \beta
$$

since $Q(x, y) \sqsupseteq Q(x, y)$ and $S(y, z) \sqsupseteq S(y, z)$, which implies the assertion.
Notice, that the lemma above is true for arbitrary loos, i.e., whatever $\epsilon$ is. Therefore, we may define the following meet and union operations on $\mathcal{L}$-fuzzy relations $Q, R: A$ $\longrightarrow B$ by

$$
Q \wedge_{\times} R:=Q \sqcap_{\times} R, \quad Q \vee_{+} R:=Q \sqcap_{+} R,
$$

for arbitrary $(\mathrm{Sc}[\mathcal{G}], \times, \pi, \Perp)$ and $(\mathrm{Sc}[\mathcal{G}],+, \Perp, \pi)$. These definitions correspond to the usual definition of $t$-norm based meet resp. $t$-conorm based union of fuzzy relations.

Unfortunately, $\otimes_{*}$ is not an operation on scalars since

$$
\alpha \otimes_{*} \Perp_{A A}=\bigsqcup_{\gamma, \delta \in \mathrm{Sc}[\mathcal{G}]}(\gamma * \delta) ;\left((\gamma \backslash \alpha)^{\downarrow} \otimes\left(\delta \backslash \Perp_{A A}\right)^{\downarrow}\right)=\left(\alpha * \Perp_{A A}\right) ;\left(\mathbb{I}_{A} \otimes \mathbb{\Pi}_{A A}\right)=\alpha ; \mathbb{\Pi}_{A A}
$$

if $\epsilon=\Perp$ and $\otimes$ is composition. But it is an ideal element such that we may switch to those elements using the isomorphism $\phi$. Therefore, we define a new operation for scalars by $\alpha \tilde{\otimes}_{*} \beta:=\left(\left(\alpha ; \mathbb{T}_{A A}\right) \otimes_{*}\left(\beta ; \mathbb{T}_{A A}\right)\right) \sqcap \mathbb{I}_{B}$. By Property 1 of $\otimes$ the operation $\tilde{\otimes}_{*}$ is well-defined.

### 6.4. Lemma. Let $\alpha$ and $\beta$ be scalars such that $\alpha \otimes \beta$ is defined. Then we have

1. $\left(\alpha ; \mathbb{T}_{A A}\right) \otimes_{*}\left(\beta ; \mathbb{T}_{A A}\right)=\bigsqcup_{\substack{\gamma, \delta \in \operatorname{Sc}[\mathcal{G}] \\ \gamma \subseteq \alpha \text { and } \delta \subseteq \beta}}(\gamma * \delta) ; \Pi_{B B}$,
2. $\left(\alpha ; \Pi_{A A}\right) \otimes_{*}\left(\beta ; \Pi_{A A}\right)=\left(\left(\alpha ; \Pi_{A A}\right) \otimes_{*}\left(\beta ; \Pi_{A A}\right)\right) ; \mathbb{\Pi}_{B B}$.

Proof. 1. We immediately conclude

$$
\begin{aligned}
\left(\alpha ; \mathbb{\Pi}_{A A}\right) \otimes_{*}\left(\beta ; \mathbb{\Pi}_{A A}\right) & =\bigsqcup_{\substack{\gamma, \delta \in S c[\mathcal{G}]}}(\gamma * \delta) ;\left(\left(\gamma \backslash\left(\alpha ; \mathbb{T}_{A A}\right)\right)^{\downarrow} \otimes\left(\delta \backslash\left(\beta ; \mathbb{T}_{A A}\right)\right)^{\downarrow}\right) \\
& =\bigsqcup_{\substack{\gamma\llcorner\alpha \\
\delta \in \mathcal{E},}}(\gamma * \delta) ; \mathbb{T}_{B B} \quad \text { Lemma } 4.8 \text { and } 2 \text { and } 3 \text { of } \otimes
\end{aligned}
$$

2. Using 1. the computation

$$
\begin{aligned}
& \left(\alpha ; \mathbb{T}_{A A}\right) \otimes_{*}\left(\beta ; \mathbb{T}_{A A}\right)=\bigsqcup_{\substack{\gamma \sqsubseteq \alpha \\
\gamma \subseteq \beta}}(\gamma * \delta) ; \mathbb{T}_{B B} \\
& =\left(\bigsqcup_{\substack{\gamma \sqsubseteq \alpha \\
\delta 巨 \beta}}(\gamma * \delta) ; \pi_{B B}\right) ; \pi_{B B} \\
& =\left(\left(\alpha ; \mathbb{T}_{A A}\right) \otimes_{*}\left(\beta ; \mathbb{T}_{A A}\right)\right) ; \mathbb{T}_{B B}
\end{aligned}
$$

shows the assertion.
Using $\tilde{\otimes}_{*}$ we may compare $*$ with corresponding $*$ based operation as follows.
6.5. Lemma. Let $\alpha$ and $\beta$ be scalars such that $\alpha \otimes \beta$ is defined. Then $\alpha \tilde{\otimes}_{*} \beta=\alpha * \beta$. Proof. We immediately conclude

$$
\begin{aligned}
& \alpha \tilde{\otimes}_{*} \beta=\left(\left(\alpha ; \mathbb{T}_{A A}\right) \otimes_{*}\left(\beta ; \mathbb{T}_{A A}\right)\right) \sqcap \mathbb{I}_{B} \\
& =\left(\bigsqcup_{\gamma \subseteq \alpha}(\gamma * \delta) ; \mathbb{T}_{B B}\right) \sqcap \mathbb{I}_{B} \quad \text { Lemma } 6.4 \text { (1) } \\
& =\bigsqcup_{\substack{\gamma \succeq \alpha \\
\gamma \subseteq \beta}}^{ \pm}(\gamma * \delta) ; \mathbb{T}_{B B} \sqcap \mathbb{I}_{B} \\
& =\bigsqcup_{\substack{\gamma \coprod_{\alpha}^{\alpha} \\
\delta \sqsubseteq \beta}}^{\square}(\gamma * \delta) \quad \phi \text { is an isomorphism } \\
& =\alpha * \beta \text {, }
\end{aligned}
$$

where the last equality follows from the monotonicity of $*$.
By Lemma $5.2(2) \sqcap$ is the strongest $t$-norm like operation. This leads to the following property of the corresponding $*$ based operation.
6.6. Lemma. Let $Q$ and $R$ be relations such that $Q \otimes R$ is defined. Then we have $Q \otimes_{*} R=Q \otimes R$ for all $Q$ and $R$ iff $*=\Pi$.
Proof. The implication $\Leftarrow$ follows from

$$
\begin{aligned}
Q \otimes_{\Pi} R & =\bigsqcup_{\alpha, \beta \in \operatorname{Sc}[\mathcal{G}]}(\alpha \sqcap \beta) ;\left((\alpha \backslash Q)^{\downarrow} \otimes(\beta \backslash R)^{\downarrow}\right) & & \\
& =\bigsqcup_{\alpha, \beta \in \operatorname{Sc}[\mathcal{G}]}\left(\alpha ;(\alpha \backslash Q)^{\downarrow} \otimes \beta ;(\beta \backslash R)^{\downarrow}\right) & & \text { Property } 5 \text { of } \otimes \\
& =\left(\bigsqcup_{\alpha \in \mathrm{Sc}[\mathcal{G}]} \alpha ;(\alpha \backslash Q)^{\downarrow}\right) \otimes\left(\bigsqcup_{\beta \in \mathrm{Sc}[\mathcal{G}]} \beta ;(\beta \backslash R)^{\downarrow}\right) & & \text { Property 4 of } \otimes \\
& =Q \otimes R & & \text { Lemma 4.4 (11). }
\end{aligned}
$$

The computation

$$
\begin{align*}
\alpha * \beta & =\alpha \tilde{\otimes}_{*} \beta  \tag{Lemma 6.5}\\
& =\left(\left(\alpha ; \mathbb{T}_{A A}\right) \otimes_{*}\left(\beta ; \mathbb{\pi}_{A A}\right)\right) \sqcap \mathbb{I}_{B}
\end{align*}
$$

$$
\begin{array}{ll}
=\left(\left(\alpha ; \mathbb{T}_{A A}\right) \otimes\left(\beta ; \mathbb{T}_{A A}\right)\right) \sqcap \mathbb{I}_{B} & \text { assumption } \\
=\left(\left(\alpha ; \mathbb{T}_{A A}\right) \otimes_{\sqcap}\left(\beta ; \mathbb{T}_{A A}\right)\right) \sqcap \mathbb{I}_{B} & \text { as shown above } \\
=\alpha \tilde{\otimes}_{\square} \beta & \text { Lemma } 6.5
\end{array}
$$

proves the other implication.
Since $\sqcup$ is the weakest $t$-conorm like operation by Lemma 5.3 (2) we get a similar result for $\otimes=\sqcap$.
6.7. Lemma. let $Q, R: A \longrightarrow B$ be relations. Then we have $Q \sqcap_{*} R=Q \sqcup R$ for all $Q$ and $R$ iff $*=\sqcup$.

Proof. The implication $\Leftarrow$ follows from

$$
\begin{aligned}
& Q \sqcap_{\sqcup} R=\bigsqcup_{\alpha, \beta \in \operatorname{Sc}[\mathcal{G}]}(\alpha \sqcup \beta) ;\left((\alpha \backslash Q)^{\downarrow} \sqcap(\beta \backslash R)^{\downarrow}\right) \\
& =\bigsqcup_{\alpha, \beta \in \operatorname{Sc}[\mathcal{G}]}\left(\alpha ;\left((\alpha \backslash Q)^{\downarrow} \sqcap(\beta \backslash R)^{\downarrow}\right) \sqcup \beta ;\left((\alpha \backslash Q)^{\downarrow} \sqcap(\beta \backslash R)^{\downarrow}\right)\right) \\
& \sqsubseteq \bigsqcup_{\alpha, \beta \in \operatorname{Sc}[\mathcal{G}]}\left(\alpha ;(\alpha \backslash Q)^{\downarrow} \sqcup \beta ;(\beta \backslash R)^{\downarrow}\right) \\
& =\left(\bigsqcup_{\alpha \in \mathrm{Sc}[\mathcal{G}]} \alpha ;(\alpha \backslash Q)^{\downarrow}\right) \sqcup\left(\bigsqcup_{\beta \in \mathrm{SC}[\mathcal{G}]} \beta ;(\beta \backslash R)^{\downarrow}\right) \\
& =Q \sqcup R \\
& =\left(\bigsqcup_{\alpha \in \operatorname{Sc}[\mathcal{G}]} \alpha ;\left((\alpha \backslash Q)^{\downarrow} \sqcap \pi_{A B}\right)\right) \\
& \sqcup\left(\bigsqcup_{\beta \in S c[\mathcal{G}]} \beta ;\left(\mathbb{T}_{A B} \sqcap(\beta \backslash R)^{\downarrow}\right)\right) \\
& =\left(\underset{\alpha \in \mathrm{SC}[\mathcal{G}]}{ }\left(\alpha \sqcup \Perp_{A B}\right) ;\left((\alpha \backslash Q)^{\downarrow} \sqcap\left(\Perp_{A B} \backslash R\right)^{\downarrow}\right)\right) \\
& \sqcup\left(\bigsqcup_{\beta \in S c[\mathcal{G}]}\left(\Perp_{A B} \sqcup \beta\right) ;\left(\left(\Perp_{A B} \backslash Q\right)^{\downarrow} \sqcap(\beta \backslash R)^{\downarrow}\right)\right) \\
& \sqsubseteq \bigsqcup_{\alpha, \beta \in \operatorname{Sc}[\mathcal{G}]}(\alpha \sqcup \beta) ;\left((\alpha \backslash Q)^{\downarrow} \sqcap(\beta \backslash R)^{\downarrow}\right) \\
& =Q \sqcap_{\sqcup} R \text {. }
\end{aligned}
$$

The computation

$$
\begin{aligned}
\alpha * \beta & =\alpha \tilde{\Pi}_{*} \beta & & \text { Lemma 6.5 } \\
& =\left(\left(\alpha ; \mathbb{T}_{A A}\right) \sqcap_{*}\left(\beta ; \mathbb{\pi}_{A A}\right)\right) \sqcap \mathbb{I}_{A} & & \\
& =\left(\left(\alpha ; \mathbb{T}_{A A}\right) \sqcup\left(\beta ; \mathbb{T}_{A A}\right)\right) \sqcap \mathbb{I}_{A} & & \text { assumption } \\
& =\left(\alpha ; \pi_{A A} \sqcap \mathbb{I}_{A}\right) \sqcup\left(\beta ; \mathbb{\pi}_{A A} \sqcap \mathbb{I}_{A}\right) & & \\
& =\alpha \sqcup \beta & & \phi \text { is an isomorphism }
\end{aligned}
$$

proves the other implication.

Suppose $(\mathcal{L}, *, 1,0)$ is a loos and $R$ is a crisp $\mathcal{L}$-fuzzy relation. Then we have

$$
\left(Q \sqcap_{*} R\right)(x, y)=Q(x, y) * R(x, y)=Q(x, y) \sqcap R(x, y)=(Q \sqcap R)(x, y) .
$$

The next lemma shows that this property is true in general.
6.8. Lemma. Let $\epsilon=\mathbb{I}$. Furthermore, let $Q$ and $R$ be relations such that $Q \otimes R$ is defined. If $Q$ or $R$ is crisp then we have $Q \otimes_{*} R=Q \otimes R$.
Proof. Suppose $R$ is crisp. The computation

$$
\begin{align*}
& Q \otimes_{*} R=\bigsqcup_{\alpha, \beta \in \operatorname{SC}[\mathcal{G}]}(\alpha * \beta) ;\left((\alpha \backslash Q)^{\downarrow} \otimes(\beta \backslash R)^{\downarrow}\right) \\
& =\underset{\substack{\alpha \in S[\mathcal{S}(\mathcal{G}) \\
\beta \neq\lfloor ]}}{ }(\alpha * \beta) ;\left((\alpha \backslash Q)^{\downarrow} \otimes(\beta \backslash R)^{\downarrow}\right) \\
& =\bigsqcup_{\substack{\alpha \in \mathrm{Sc}[\mathcal{Q}] \\
\beta \neq \Perp}}(\alpha * \beta) ;\left((\alpha \backslash Q)^{\downarrow} \otimes R\right) \quad \text { Lemma } 4.4 \text { (10) } \\
& =\bigsqcup_{\alpha \in S c[\mathcal{G}]}(\alpha * \mathbb{I}) ;\left((\alpha \backslash Q)^{\downarrow} \otimes R\right) \quad * \text { is monotonic } \\
& =\bigsqcup_{\alpha \in \mathrm{S}[[G]} \alpha ;\left((\alpha \backslash Q)^{\downarrow} \otimes R\right) \quad \epsilon=\mathbb{I} \\
& =\bigsqcup_{\alpha \in \mathrm{Sc}[\mathcal{G}]}(\alpha \sqcap \mathbb{I}) ;\left((\alpha \backslash Q)^{\downarrow} \otimes R\right) \\
& =\bigsqcup_{\alpha \in \mathrm{Sc}[G]}\left(\alpha ;(\alpha \backslash Q)^{\downarrow} \otimes R\right) \quad \text { Property } 5 \text { of } \otimes \\
& =\left(\bigsqcup_{\alpha \in \operatorname{Sc}[\mathcal{G}]} \alpha ;(\alpha \backslash Q)^{\downarrow}\right) \otimes R \quad \quad \text { Property } 4 \text { of } \otimes \\
& =Q \otimes R \tag{11}
\end{align*}
$$

shows the assertion. The second assertion is shown analogously.
Lemma 5.2 may be lifted to the $*$ based operation as follows.
6.9. Lemma. Let $\epsilon=\mathbb{I}$. Furthermore, let $Q$ and $R$ be relations such that $Q \otimes R$ is defined. Then we have the following.

1. $Q \otimes_{*} \Perp=\Perp \otimes_{*} R=\Perp$,
2. $Q \Pi_{*} \pi=Q$ and $\pi \Pi_{*} R=R$,
3. $Q \otimes_{\circledast} R \sqsubseteq Q \otimes_{*} R \sqsubseteq Q \otimes R$.

Proof. 1. The assertion follows immediately from

$$
\begin{aligned}
Q \otimes_{*} \Perp & =Q \otimes \Perp & & \text { Lemma 6.8 } \\
& =\Perp & & \text { Property } 2 \text { of } \otimes .
\end{aligned}
$$

The second assertion is shown analogously.
2. Consider the computation

$$
Q \sqcap_{*} \pi=Q \sqcap \pi \quad \text { Lemma } 6.8
$$

$$
=Q
$$

The second assertion is shown analogously.
3. follows immediately from Lemma 5.2 and Lemma 6.6.

Replacing $\mathbb{I}$ by $\Perp$ we may state a kind of a dual version of the last two lemmata.
6.10. Lemma. Let $\epsilon=\Perp$. Furthermore, let $Q$ and $R$ be relations such that $Q \otimes R$ is defined. If $Q$ or $R$ are crisp then we have $Q \otimes_{*} R=(Q \otimes \Pi) \sqcup(\Pi \otimes R)$.

Proof. Suppose $R$ is crisp. Consider the computations

$$
\begin{align*}
& \bigsqcup_{\alpha \in \mathrm{Sc}[\mathcal{G}]}(\alpha * \Perp) ;\left((\alpha \backslash Q)^{\downarrow} \otimes \Pi\right)=\bigsqcup_{\alpha \in \mathrm{Sc}[\mathcal{G}]} \alpha ;\left((\alpha \backslash Q)^{\downarrow} \otimes \pi\right) \quad \text { Lemma } 5.3 \text { (1) } \\
& =\bigsqcup_{\alpha \in \mathrm{Sc}[\mathcal{G}]}(\alpha \sqcap \mathbb{I}) ;\left((\alpha \backslash Q)^{\downarrow} \otimes \mathbb{T}\right) \\
& =\bigsqcup_{\alpha \in \operatorname{Sc}[\mathcal{G}]}\left(\alpha ;(\alpha \backslash Q)^{\downarrow} \otimes \Pi\right) \quad \text { Property } 5 \text { of } \otimes \\
& =\left(\bigsqcup_{\alpha \in S c[\mathcal{G}]} \alpha ;(\alpha \backslash Q)^{\downarrow}\right) \otimes \pi \quad \text { Property } 4 \text { of } \otimes \\
& =Q \otimes \pi \\
& \bigsqcup_{\substack{\alpha \in \mathrm{Sc}[\mathcal{G}] \\
\beta \neq \Perp}}(\alpha * \beta) ;\left((\alpha \backslash Q)^{\downarrow} \otimes R\right)=\bigsqcup_{\alpha \in \mathrm{Sc}[\mathcal{G}]}(\alpha * \mathbb{I}) ;\left((\alpha \backslash Q)^{\downarrow} \otimes R\right) \quad * \text { is monotonic } \\
& =\bigsqcup_{\alpha \in \mathrm{Sc}[\mathcal{G}]}\left((\alpha \backslash Q)^{\downarrow} \otimes R\right) \quad \text { Lemma } 5.3 \text { (1) } \\
& =\left(\bigsqcup_{\alpha \in S c[\mathcal{G}]}(\alpha \backslash Q)^{\downarrow}\right) \otimes R \quad \text { Property } 4 \text { of } \otimes \\
& =(\Perp \backslash Q)^{\downarrow} \otimes R  \tag{13}\\
& =\pi \otimes R \text {. }
\end{align*}
$$

Together this implies using Lemma 4.4 (10)

$$
\begin{aligned}
Q \otimes_{*} R & =\bigsqcup_{\alpha, \beta \in \operatorname{Sc}[\mathcal{G}]}(\alpha * \beta) ;\left((\alpha \backslash Q)^{\downarrow} \otimes(\beta \backslash R)^{\downarrow}\right) \\
& =\bigsqcup_{\alpha \in \operatorname{Sc}[\mathcal{G}]}(\alpha * \Perp) ;\left((\alpha \backslash Q)^{\downarrow} \otimes(\Perp \backslash R)^{\downarrow}\right) \sqcup \bigsqcup_{\substack{\alpha \in \operatorname{Sc}[\mathcal{G}] \\
\beta \neq \Perp}}(\alpha * \beta) ;\left((\alpha \backslash Q)^{\downarrow} \otimes(\beta \backslash R)^{\downarrow}\right) \\
& =\bigsqcup_{\alpha \in \operatorname{Sc}[\mathcal{G}]}(\alpha * \Perp) ;\left((\alpha \backslash Q)^{\downarrow} \otimes \mathbb{\pi}\right) \sqcup \bigsqcup_{\substack{\alpha \in \operatorname{Sc}[\mathcal{G}] \\
\beta \neq \Perp}}(\alpha * \beta) ;\left((\alpha \backslash Q)^{\downarrow} \otimes R\right) \\
& =(Q \otimes \mathbb{\pi}) \sqcup(\mathbb{\pi} \otimes R) .
\end{aligned}
$$

The second assertion is shown analogously.
The next lemma is again a lifting of a corresponding result (Lemma 5.3) of the last section.
6.11. Lemma. Let $\epsilon=\Perp$. Furthermore, let $Q$ and $R$ be relations such that $Q \otimes R$ is defined. Then we have the following.

1. If $\pi_{A B} \neq \Perp_{A B}$ and $\pi_{C D} \neq \Perp_{C D}$ then $Q \otimes_{*} \Pi_{C D}=\pi_{A B} \otimes_{*} R=\pi$,
2. $Q \sqcap_{*} \Perp=Q$ and $\Perp \Pi_{*} R=R$,
3. $Q \otimes_{\sqcup} R \sqsubseteq Q \otimes_{*} R \sqsubseteq Q \otimes_{\boxplus} R$.

Proof. 1. The assertion follows immediately from

$$
\begin{aligned}
Q \otimes_{*} \Pi_{C D} & =\left(Q \otimes \pi_{C D}\right) \sqcup\left(\pi_{A B} \otimes \pi_{C D}\right) & & \text { Lemma } 6.10 \\
& =\left(\pi_{A B} \otimes \pi_{C D}\right) & & \otimes \text { monotonic by property } 4 \\
& =\pi & & \text { Property } 3 \text { of } \otimes .
\end{aligned}
$$

2. Consider the computation

$$
\begin{aligned}
Q \sqcap_{*} \Perp & =(Q \sqcap \pi) \sqcup(\pi \sqcap \Perp) \quad \text { Lemma } 6.10 \\
& =Q
\end{aligned}
$$

The second assertion is shown analogously.
3. follows immediately from Lemma 5.3.

In the rest of this section we want to prove some basic properties of $*$ based operations and the structures induced by them. We start with the following theorem.
6.12. Theorem. Let $\otimes$ be commutative. Then $\otimes_{*}$ is commutative iff $(\operatorname{Sc}[\mathcal{G}], *, \epsilon, \zeta)$ is a commutative loos.
Proof. The implication $\Leftarrow$ follows from
$Q \otimes_{*} R=\bigsqcup_{\alpha, \beta \in \mathrm{Sc}[\mathcal{G}]}(\alpha * \beta) ;\left((\alpha \backslash Q)^{\downarrow} \otimes(\beta \backslash R)^{\downarrow}\right)=\bigsqcup_{\alpha, \beta \in \mathrm{SC}[\mathcal{G}]}(\beta * \alpha) ;\left((\beta \backslash R)^{\downarrow} \otimes(\alpha \backslash Q)^{\downarrow}\right)=R \otimes_{*} Q$.
The computation

$$
\begin{array}{rlrl}
\alpha * \beta & =\alpha \tilde{\otimes}_{*} \beta & & \text { Lemma } 6.5 \\
& =\left(\left(\alpha ; \mathbb{T}_{A A}\right) \otimes_{*}\left(\beta ; \mathbb{T}_{A A}\right)\right) \sqcap \mathbb{I}_{B} & \\
& =\left(\left(\beta ; \mathbb{T}_{A A}\right) \otimes_{*}\left(\alpha ; \mathbb{T}_{A A}\right)\right) \sqcap \mathbb{I}_{B} & \\
& =\beta \tilde{\otimes}_{*} \alpha & & \text { Lemma } 6.5
\end{array}
$$

shows the other implication.
Next, we want to focus on associativity. Therefore, we need the following technical lemma.
6.13. Lemma. Let $(\mathrm{Sc}[\mathcal{G}], *, \epsilon, \zeta)$ be a cloos, $g: \operatorname{Sc}[\mathcal{G}] \longrightarrow \mathcal{G}^{\uparrow}[A, B]$ be antitonic, $h: \mathrm{Sc}[\mathcal{G}]$ $\longrightarrow \mathcal{G}^{\uparrow}[C, D]$ an antimorphism and $\otimes$ defined on $\mathcal{G}[A, B]$ and $\mathcal{G}[C, D]$. Furthermore, let

$$
f(\alpha):=\bigsqcup_{\substack{\beta, \gamma \in S[\mathcal{G}] \\ \beta * \gamma] \alpha}} \tau(g)(\beta) \otimes h(\gamma), \quad \quad \bar{f}(\alpha):=\bigsqcup_{\substack{\beta, \gamma \in S \in[\mathcal{G}] \\ \beta * \gamma \geq \alpha}} g(\beta) \otimes h(\gamma) .
$$

Then we have $\tau(f)=\tau(\bar{f})$.

Proof. The inclusion $\sqsupseteq$ is trivial since $g \sqsubseteq \tau(g)$ and $\otimes, \sqcup$ and $\tau$ are monotonic.
Obviously, $\bar{f}$ is antitonic and by property 6 of $\otimes$ a function from $\operatorname{Sc}[\mathcal{G}]$ to $\mathcal{G}^{\uparrow}[E, F]$ for suitable objects $E$ and $F$. Therefore, we may prove the other inclusion by fixpoint induction. We define a predicate

$$
\mathfrak{P}(k, l): \Longleftrightarrow \forall \alpha \in \operatorname{Sc}[\mathcal{G}]: \bigsqcup_{\substack{\beta, \gamma \in \operatorname{Sc}[\mathcal{G}] \\ \beta * \gamma \supseteq}}(k(\beta) \otimes h(\gamma)) \sqsubseteq l(\alpha) .
$$

This predicate is admissible since

$$
\begin{aligned}
\forall i \in I: \mathfrak{P}\left(k_{i}, l_{i}\right) & \Leftrightarrow \forall i \in I, \alpha \in \mathrm{Sc}[\mathcal{G}]: \bigsqcup_{\beta * \gamma \neq \alpha}\left(k_{i}(\beta) \otimes h(\gamma)\right) \sqsubseteq l_{i}(\alpha) \\
& \Rightarrow \forall \alpha \in \mathrm{Sc}[\mathcal{G}]: \bigsqcup_{i \in I} \bigsqcup_{\beta * \gamma \sqsupseteq \alpha}\left(k_{i}(\beta) \otimes h(\gamma)\right) \sqsubseteq \bigsqcup_{i \in I} l_{i}(\alpha) \\
& \Leftrightarrow \forall \alpha \in \mathrm{Sc}[\mathcal{G}]: \bigsqcup_{\beta * \gamma \sqsupseteq \alpha} \bigsqcup_{i \in I}\left(k_{i}(\beta) \otimes h(\gamma)\right) \sqsubseteq\left(\bigsqcup_{i \in I} l_{i}\right)(\alpha) \\
& \Leftrightarrow \forall \alpha \in \mathrm{Sc}[\mathcal{G}]: \bigsqcup_{\beta * \gamma \sqsupseteq \alpha}\left(\left(\bigsqcup_{i \in I} k_{i}(\beta)\right) \otimes h(\gamma)\right) \sqsubseteq\left(\bigsqcup_{i \in I} l_{i}\right)(\alpha) \\
& \Leftrightarrow \forall \alpha \in \operatorname{Sc}[\mathcal{G}]: \bigsqcup_{\beta * \gamma \sqsupseteq \alpha}\left(\left(\bigsqcup_{i \in I} k_{i}\right)(\beta) \otimes h(\gamma)\right) \sqsubseteq\left(\bigsqcup_{i \in I} l_{i}\right)(\alpha) \\
& \Leftrightarrow \mathfrak{P}\left(\bigsqcup_{i \in I} k_{i}, \bigsqcup_{i \in I} l_{i}\right) .
\end{aligned}
$$

The basis step $\mathfrak{P}(g, \bar{f})$ is trivial. First, we want to show the following property


Suppose $\beta * \gamma \sqsupseteq \alpha$ and $\bigsqcup M=\beta$. If $M=\emptyset$ the left side of $(*)$ equals $\Perp$ and the inclusion is trivial. Therefore, let $M \neq \emptyset$. Then we define $N:=\{\delta * \gamma \mid \delta \in M\}$ and conclude

$$
\begin{aligned}
\bigsqcup N & =\bigsqcup_{\delta \in M}(\delta * \gamma) \\
& =(\bigsqcup M) * \gamma) \quad * \text { is continuous and } M \neq \emptyset \\
& =\beta * \gamma \\
& \sqsupseteq \alpha .
\end{aligned}
$$

Furthermore, we have $k(\delta) \otimes h(\gamma) \sqsubseteq \bigsqcup_{\mu * \gamma \sqsupseteq \delta * \gamma}(k(\mu) \otimes h(\gamma))$ since $\delta * \gamma \sqsupseteq \delta * \gamma$. This implies $\prod_{\delta \in M}(k(\delta) \otimes h(\gamma)) \sqsubseteq \prod_{\zeta \in N} \bigsqcup_{\mu * \gamma \sqsupseteq \delta * \gamma}(k(\mu) \otimes h(\gamma))$ and hence $(*)$. Now, suppose $\mathfrak{P}(k, l)$. Then we conclude for $\alpha \in \operatorname{Sc}[\mathcal{G}]$

$$
\begin{aligned}
& \bigsqcup_{\beta * \gamma \sqsupseteq \alpha}(\varphi(k)(\beta) \otimes h(\gamma))=\bigsqcup_{\beta * \gamma \sqsupseteq \alpha}\left(\left(\bigsqcup_{\sqcup} \prod_{M=\beta} k \in M(\delta)\right) \otimes h(\gamma)\right) \\
& =\bigsqcup_{\beta * \gamma \sqsupseteq \alpha \sqcup M=\beta}^{\bigsqcup}\left(\left(\prod_{\delta \in M} k(\delta)\right) \otimes h(\gamma)\right) \quad \text { Property } 4 \text { of } \otimes \\
& \sqsubseteq \bigsqcup_{\beta * \gamma \sqsupseteq \alpha \sqcup M=\beta} \prod_{\delta \in M}(k(\delta) \otimes h(\gamma)) \quad \otimes \text { monotonic }
\end{aligned}
$$

$$
\begin{aligned}
& \sqsubseteq \bigsqcup_{\sqcup N \sqsupseteq \alpha} \prod_{\zeta \in N} \bigsqcup_{\mu * \gamma \sqsupseteq \zeta}(k(\mu) \otimes h(\gamma)) \quad \text { by }(*) \\
& \sqsubseteq \underset{\sqcup N \sqsupseteq \alpha}{\bigsqcup} \prod_{\zeta \in N} l(\zeta) \quad \text { induction hypothesis } \\
& =\varphi(l)(\alpha)
\end{aligned}
$$

and hence $\mathfrak{P}(\varphi(k), \varphi(l))$. The principle of fixpoint induction gives us $f \sqsubseteq \tau(\bar{f})$ which implies $\tau(f) \sqsubseteq \tau^{2}(\bar{f})=\tau(\bar{f})$.

Notice, that a version of the last lemma, where $h(\gamma)$ and $g(\beta)$ resp. $\tau(g)(\beta)$ are exchanged, may also be proved.
6.14. Lemma. Let $\left(\mathrm{Sc}[\mathcal{G}], *_{1}, \epsilon_{1}\right)$ and $\left(\mathrm{Sc}[\mathcal{G}], *_{2}, \epsilon_{2}\right)$ be cloos's. Then we have

1. $\left(Q \otimes_{*_{1}} R\right) \otimes_{*_{2}} S=\bigsqcup_{\alpha, \beta, \gamma \in \mathrm{Sc}[G]}\left(\left(\alpha *_{1} \beta\right) *_{2} \gamma\right) ;\left(\left((\alpha \backslash Q)^{\downarrow} \otimes(\beta \backslash R)^{\downarrow}\right) \otimes(\gamma \backslash S)^{\downarrow}\right)$,
2. $Q \otimes_{*_{1}}\left(R \otimes_{*_{2}} S\right)=\bigsqcup_{\alpha, \beta, \gamma \in \operatorname{Sc}[\mathcal{G}]}\left(\alpha *_{1}\left(\beta *_{2} \gamma\right)\right) ;\left((\alpha \backslash Q)^{\downarrow} \otimes\left((\beta \backslash R)^{\downarrow} \otimes(\gamma \backslash S)^{\downarrow}\right)\right)$.

Proof. 1. Define the following functions
$f, \bar{f}$ and $g$ are antitonic and by property 6 of $\otimes$ functions from $\mathrm{Sc}[\mathcal{G}]$ to crisp relations. Furthermore, $h$ is an antimorphism, and we have

$$
\begin{aligned}
& f(\alpha)=\bigsqcup_{\beta *_{2} \gamma \sqsupseteq \alpha}\left(\left(\beta \backslash\left(Q \otimes_{*_{1}} R\right)\right)^{\downarrow} \otimes h(\gamma)\right) \\
& =\bigsqcup_{\beta * 2} \bigsqcup_{\beth a}\left(\left(\beta \backslash\left(\bigsqcup_{\delta \in \operatorname{Sc}[\mathcal{G}]} \delta ; g(\delta)\right)\right)^{\downarrow} \otimes h(\gamma)\right) \\
& =\bigsqcup_{\beta * 2 \gamma \sqsupset \alpha}\left(\left(\beta \backslash\left(\bigsqcup_{\delta \in S c[\mathcal{G}]} \delta ; \tau(g)(\delta)\right)\right)^{\downarrow} \otimes h(\gamma)\right) \\
& =\bigsqcup_{\beta * 2 \gamma \sqsupseteq \alpha}(\tau(g)(\beta) \otimes h(\gamma)) . \\
& \bar{f}(\alpha)=\bigsqcup_{\beta *_{2} \gamma \supseteq \alpha}(g(\beta) \otimes h(\gamma)) \\
& =\bigsqcup_{\beta * 2 \gamma \sqsupseteq \alpha}\left(\left(\bigsqcup_{\mu * \downarrow \sqsupset \sqsupseteq \beta}\left((\mu \backslash Q)^{\downarrow} \otimes(\nu \backslash R)^{\downarrow}\right)\right) \otimes h(\gamma)\right) \\
& =\bigsqcup_{\beta * 2} \gamma \sqsupseteq \alpha \bigsqcup_{\mu * 1 \nu \sqsupseteq \beta}\left(\left((\mu \backslash Q)^{\downarrow} \otimes(\nu \backslash R)^{\downarrow}\right) \otimes h(\gamma)\right) \quad \text { Property } 4 \text { of } \otimes \\
& =\bigsqcup_{\beta *_{2} \gamma \sqsupseteq \alpha} \bigsqcup_{\mu *_{1} \nu \sqsupseteq \beta}\left(\left((\mu \backslash Q)^{\downarrow} \otimes(\nu \backslash R)^{\downarrow}\right) \otimes(\gamma \backslash S)^{\downarrow}\right) \\
& =\underset{(\mu * 1 \nu) * 2 \gamma \sqsupseteq \alpha}{\bigsqcup^{\prime}}\left(\left((\mu \backslash Q)^{\downarrow} \otimes(\nu \backslash R)^{\downarrow}\right) \otimes(\gamma \backslash S)^{\downarrow}\right),
\end{aligned}
$$

$$
\begin{aligned}
\bigsqcup_{\alpha \in \mathrm{Sc}[\mathcal{G}]} \alpha ; \bar{f}(\alpha) & =\bigsqcup_{\alpha \in \mathrm{Sc}[\mathcal{G}]} \alpha ;\left(\bigsqcup_{\left(\mu *_{1} \nu\right) *_{2} \gamma \sqsupseteq \alpha}\left(\left((\mu \backslash Q)^{\downarrow} \otimes(\nu \backslash R)^{\downarrow}\right) \otimes(\gamma \backslash S)^{\downarrow}\right)\right) \\
& =\bigsqcup_{\alpha, \beta, \gamma \in \operatorname{Sc}[\mathcal{G}]}\left(\left(\alpha *_{1} \beta\right) *_{2} \gamma\right) ;\left(\left((\alpha \backslash Q)^{\downarrow} \otimes(\beta \backslash R)^{\downarrow}\right) \otimes(\gamma \backslash S)^{\downarrow}\right),
\end{aligned}
$$

where the last equality follows analogously to the corresponding equality in the proof of Lemma 6.2. This implies

$$
\begin{aligned}
\left(Q \otimes_{*_{1}} R\right) \otimes_{*_{2}} S & =\bigsqcup_{\alpha \in \mathrm{Sc}[\mathcal{G}]} \alpha ; f(\alpha) & & \text { Lemma } 6.2 \\
& =\bigsqcup_{\alpha \in \operatorname{Sc}[\mathcal{G}]} \alpha ; \tau(f)(\alpha) & & \text { Lemma } 4.9(1) \\
& =\bigsqcup_{\alpha \in \operatorname{Sc}[\mathcal{G}]} \alpha ; \tau(\bar{f})(\alpha) & & \text { Lemma } 6.13 \text { and the computation above } \\
& =\bigsqcup_{\alpha \in S c[\mathcal{S}]} \alpha ; \bar{f}(\alpha) & & \text { Lemma } 4.9(1)
\end{aligned}
$$

such that the assertion follows from the computation above.
2 . is shown analogously.
Now, we are ready to state our theorem concerning associativity of $\otimes_{*}$.
6.15. Theorem. Let $\otimes$ be associative and $(\mathrm{Sc}[\mathcal{G}], *, \epsilon, \zeta)$ complete. Then $\otimes_{*}$ is associative iff $(\mathrm{Sc}[\mathcal{G}], *, \epsilon, \zeta)$ is a losg.
Proof. The implication $\Leftarrow$ follows immediately from Lemma 6.14. Suppose $\otimes_{*}$ is associative. Then for all $\alpha, \beta, \gamma \in \mathrm{Sc}[\mathcal{G}]$ we conclude

$$
\begin{array}{rlrl}
(\alpha * \beta) * \gamma & & & \text { Lemma 6.5 } \\
& =\left(\alpha \tilde{\otimes}_{*} \beta\right) \tilde{\otimes}_{*} \gamma & & \\
=\left(\left(\left(\left(\left(\alpha ; \mathbb{T}_{A A}\right) \otimes_{*}\left(\beta ; \mathbb{T}_{A A}\right)\right) \sqcap \mathbb{I}_{A}\right) ; \mathbb{T}_{A A}\right) \otimes_{*}\left(\gamma ; \mathbb{T}_{A A}\right)\right) \sqcap \mathbb{I}_{A} & & \text { Lemma 6.4 } \\
=\left(\left(\left(\left(\alpha \otimes_{*} \beta\right) ; \mathbb{T}_{A A} \sqcap \mathbb{I}_{A}\right) ; \mathbb{T}_{A A}\right) \otimes_{*}\left(\gamma ; \mathbb{T}_{A A}\right)\right) \sqcap \mathbb{I}_{A} & & \phi \text { isomorphis } \\
=\left(\left(\left(\alpha \otimes_{*} \beta\right) ; \mathbb{T}_{A A}\right) \otimes_{*}\left(\gamma ; \mathbb{T}_{A A}\right)\right) \sqcap \mathbb{I}_{A} & & \text { Lemma 6.4 }
\end{array}
$$

and analogously $\alpha *(\beta * \gamma)=\left(\left(\alpha ; \mathbb{T}_{A A}\right) \otimes_{*}\left(\left(\beta ; \mathbb{T}_{A A}\right) \otimes_{*}\left(\gamma ; \mathbb{T}_{A A}\right)\right)\right) \sqcap \mathbb{I}_{A}$. The assertion follows immediately.

If $\otimes=$; one may ask about a categorical structure induced by $; *$. The answer is given in the next theorem.
6.16. Theorem. Let $(\operatorname{Sc}[\mathcal{G}], *, \epsilon, \zeta)$ be complete and $\mathcal{G}$ non trivial. Then $\mathcal{G}$ together with composition $;_{*}$ and identity morphisms $\epsilon$ is a category iff $(\mathrm{Sc}[\mathcal{G}], *, \epsilon, \zeta)$ is a losg with $\zeta=\Perp$.
Proof. First of all, we have

$$
Q ; *=\bigsqcup_{\alpha, \beta \in \operatorname{Sc}[\mathcal{G}]}(\alpha * \beta) ;(\alpha \backslash Q)^{\downarrow} ;(\beta \backslash \epsilon)^{\downarrow}
$$

$$
\begin{aligned}
& =\bigsqcup_{\substack{\alpha, \beta \in S \mathrm{Sc}[\mathcal{G}] \\
\beta \neq \Perp}}(\alpha * \beta) ;(\alpha \backslash Q)^{\downarrow} ;(\beta \backslash \epsilon)^{\downarrow} \sqcup \bigsqcup_{\alpha \in \mathrm{Sc}[\mathcal{G}]}(\alpha * \Perp) ;(\alpha \backslash Q)^{\downarrow} ; \mathbb{T}_{B B} \\
& =\bigsqcup_{\substack{\alpha, \beta \in S \in[\mathcal{G}] \\
\Perp \neq \beta \in \in}}(\alpha * \beta) ;(\alpha \backslash Q)^{\downarrow} \sqcup\left(\bigsqcup_{\alpha \in \operatorname{Sc}[\mathcal{G}]}(\alpha * \Perp) ;(\alpha \backslash Q)^{\downarrow}\right) ; \Pi_{B B} \quad \text { Lemma 4.8 } \\
& =\bigsqcup_{\alpha \in \mathrm{Sc}[\mathcal{G}]}(\alpha * \epsilon) ;(\alpha \backslash Q)^{\downarrow} \sqcup\left(\bigsqcup_{\alpha \in \mathrm{Sc}[\mathcal{G}]}(\alpha * \Perp) ;(\alpha \backslash Q)^{\downarrow}\right) ; \Pi_{B B} \quad * \text { monotonic } \\
& =\bigsqcup_{\alpha \in S c[\mathcal{G}]} \alpha ;(\alpha \backslash Q)^{\downarrow} \sqcup\left(\bigsqcup_{\alpha \in \operatorname{Sc}[\mathcal{G}]}(\alpha * \Perp) ;(\alpha \backslash Q)^{\downarrow}\right) ; \mathbb{T}_{B B} \\
& =Q \sqcup\left(\underset{\alpha \in \mathrm{~S}[[G]}{ }(\alpha * \Perp) ;(\alpha \backslash Q)^{\downarrow}\right) ; \Pi_{B B} \text {. } \\
& \text { Lemma } 4.4
\end{aligned}
$$

and $\epsilon ;_{*} Q=Q \sqcup \pi_{A A} ;\left(\bigsqcup_{\alpha \in \mathrm{Sc}[\mathcal{G}]}(\Perp * \alpha) ;(\alpha \backslash Q)^{\downarrow}\right)$ analogously. For $\Leftarrow \mathrm{it}$ is sufficient to show that $\epsilon ;_{*} Q=Q ;_{*} \epsilon=Q$ for $\zeta=\Perp$ and all $Q$. Using the computation above, this follows from

$$
Q ;_{*} \epsilon=Q \sqcup\left(\bigsqcup_{\alpha \in \operatorname{Sc}[\mathcal{G}]}(\alpha * \Perp) ;(\alpha \backslash Q)^{\downarrow}\right) ; \mathbb{T}_{B B}=Q .
$$

$\epsilon_{; *} Q=Q$ is shown analogously.
Now, suppose $\epsilon$ is the identity and $A$ is an object such that $\pi_{A A} \neq \mathbb{I}_{A}$. Then we have

$$
\begin{aligned}
\gamma & =\gamma ; \epsilon & & =\gamma \sqcup\left(\bigsqcup_{\alpha \in \operatorname{Sc}[\mathcal{G}]}(\alpha * \Perp) ;(\alpha \backslash \gamma)^{\downarrow}\right) ; \mathbb{T}_{A A} \\
& & & \text { computation above } \\
& =\gamma \sqcup\left(\bigsqcup_{\alpha \sqsubseteq \gamma}(\alpha * \Perp)\right) ; \mathbb{T}_{A A} & & \text { Lemma 4.8 and } 3.3(2 \\
& =\gamma \sqcup(\gamma * \Perp) ; \mathbb{T}_{A A} & & \text { * monotonic }
\end{aligned}
$$

which is equivalent to $(\gamma * \Perp) ; \Pi_{A A} \sqsubseteq \gamma$. From Lemma 4.8 we conclude $\gamma * \Perp=\Perp$ since $\pi_{A A} \neq \Perp_{A A}$ and $\pi_{A A} \nsubseteq \mathbb{I}_{A} . \Perp * \gamma=\Perp$ is shown analogously such that $\zeta=\Perp$ follows.

Since converse is a well-behaved operation we get the following theorem.
6.17. Theorem. Let $(\operatorname{Sc}[\mathcal{G}], *, \epsilon, \zeta)$ be a closg. Then we have $\left(Q{ }_{*} R\right)^{\smile}=R^{\smile} ; Q^{\smile}$ for all $Q: A \longrightarrow B$ and $R: B \longrightarrow C$.

Proof. The computation

$$
\left.\begin{array}{rl}
\left(Q ;_{*} R\right)^{\smile} & =\left(\bigsqcup_{\alpha, \beta \in \mathrm{Sc}[\mathcal{G}]}(\alpha * \beta) ;(\alpha \backslash Q)^{\downarrow} ;(\beta \backslash R)^{\downarrow}\right)^{\smile} \\
& =\bigsqcup_{\alpha, \beta \in \operatorname{Sc}[\mathcal{G}]}(\beta \backslash R)^{\downarrow \smile} ;(\alpha \backslash Q)^{\downarrow} ;(\alpha * \beta)^{\smile} \\
& =\bigsqcup_{\alpha, \beta \in \operatorname{Sc}[\mathcal{G}]}(\beta \backslash R)^{\downarrow} ;(\alpha \backslash Q)^{\downarrow \smile} ;(\alpha * \beta) \\
& =\bigsqcup_{\alpha, \beta \in \operatorname{Sc}[\mathcal{G}]}(\alpha * \beta) ;(\beta \backslash R)^{\downarrow} ;(\alpha \backslash Q)^{\downarrow}
\end{array} \quad \text { Lemma } 3.5(2) \text { partial identity }\right)
$$

$$
\begin{aligned}
& =\bigsqcup_{\alpha, \beta \in \operatorname{Sc}[\mathcal{G}]}(\alpha * \beta) ;\left(\beta \backslash R^{\smile}\right)^{\downarrow} ;\left(\alpha \backslash Q^{\smile}\right)^{\downarrow} \quad \text { Lemma } 4.6 \\
& =R^{\hookrightarrow}{ }_{; *} Q^{\hookrightarrow}
\end{aligned}
$$

shows the assertion.
Last but not least, we will focus on continuity of $\otimes_{*}$.
6.18. Theorem. Let $(\operatorname{Sc}[\mathcal{G}], *, \epsilon, \zeta)$ be a cloos. Then we have

$$
\left(\bigsqcup_{i \in I} Q_{i}\right) \otimes_{*} R=\bigsqcup_{i \in I}\left(Q_{i} \otimes_{*} R\right) \quad \text { and } \quad Q \otimes_{*}\left(\bigsqcup_{i \in I} R_{i}\right)=\bigsqcup_{i \in I}\left(Q \otimes_{*} R_{i}\right)
$$

for all $Q, Q_{i}, R, R_{i}$ with $i \in I$ whenever the application of $\otimes_{*}$ is defined.
Proof. Define $g(\alpha):=\bigsqcup_{i \in I}\left(\alpha \backslash Q_{i}\right)^{\downarrow}$. Then $g$ is antitonic and a function from $\operatorname{Sc}[\mathcal{G}]$ to $\mathcal{G}^{\uparrow}[A, B]$. Furthermore, we have

$$
\begin{array}{rlr}
\bigsqcup_{i \in I} Q_{i} & =\bigsqcup_{i \in I} \bigsqcup_{\alpha \in \operatorname{Sc}[\mathcal{G}]} \alpha ;\left(\alpha \backslash Q_{i}\right)^{\downarrow} & \text { Lemma } 4.4 \text { (11) } \\
& =\bigsqcup_{\alpha \in \operatorname{Sc}[G]} \alpha ;\left(\bigsqcup_{i \in I}\left(\alpha \backslash Q_{i}\right)^{\downarrow}\right) & \\
& =\bigsqcup_{\alpha \in \mathrm{Sc}[\mathcal{G}]} \alpha ; g(\alpha) & \\
& =\bigsqcup_{\alpha \in \mathrm{SC}[G]} \alpha ; \tau(g)(\alpha) & \text { Lemma } 4.9 \text { (1) }
\end{array}
$$

and hence $\left(\beta \backslash\left(\bigsqcup_{i \in I} Q_{i}\right)\right)^{\downarrow}=\tau(g)(\beta)$ by Lemma 4.9 (2). Furthermore, let

$$
f(\alpha):=\bigsqcup_{\beta * \gamma \sqsupseteq \alpha} \tau(g)(\beta) \otimes(\gamma \backslash R)^{\downarrow} \text { and } \bar{f}(\alpha):=\bigsqcup_{\beta * \gamma \sqsupseteq \alpha} g(\beta) \otimes(\gamma \backslash R)^{\downarrow} .
$$

Then we conclude

$$
\begin{aligned}
& \left(\bigsqcup_{i \in I} Q_{i}\right) \otimes_{*} R=\bigsqcup_{\alpha \in \mathrm{Sc}[\mathcal{G}]} \alpha ;\left(\bigsqcup_{\beta * \gamma \sqsupseteq \alpha}\left(\beta \backslash\left(\bigsqcup_{i \in I} Q_{i}\right)\right)^{\downarrow} \otimes(\gamma \backslash R)^{\downarrow}\right) \quad \text { Lemma } 6.2 \\
& =\bigsqcup_{\alpha \in S c[G]} \alpha ;\left(\bigsqcup_{\beta * \gamma \sqsupseteq \alpha} \tau(g)(\beta) \otimes(\gamma \backslash R)^{\downarrow}\right) \quad \text { computation above } \\
& =\bigsqcup_{\alpha \in \mathrm{Sc}[\mathcal{G}]} \alpha ; f(\alpha) \\
& =\quad \bigsqcup \alpha ; \tau(f)(\alpha) \quad \text { Lemma } 4.9 \text { (1) } \\
& =\bigsqcup_{\alpha \in \operatorname{Sc}[\mathcal{C}]}^{\bigsqcup} \alpha ; \tau(\bar{f})(\alpha) \quad \text { Lemma } 6.13 \\
& =\bigsqcup_{\alpha \in \mathrm{Sc}[\mathcal{G}]} \alpha ; \bar{f}(\alpha) \quad \text { Lemma } 4.9 \text { (1) } \\
& =\bigsqcup_{\alpha \in \mathrm{Sc}[G]} \alpha ;\left(\bigsqcup_{\beta * \gamma \sqsupseteq \alpha} g(\beta) \otimes(\gamma \backslash R)^{\downarrow}\right)
\end{aligned}
$$

$$
\begin{array}{ll}
=\bigsqcup_{\alpha \in S c[\mathcal{G}]}^{\bigsqcup} \alpha ;\left(\bigsqcup_{\beta * \gamma \sqsupseteq \alpha}^{\bigsqcup}\left(\bigsqcup_{i \in I}\left(\beta \backslash Q_{i}\right)^{\downarrow}\right) \otimes(\gamma \backslash R)^{\downarrow}\right) & \\
=\bigsqcup_{\alpha \in \operatorname{Sc}[\mathcal{G}]} \alpha ;\left(\bigsqcup_{\beta * \gamma \sqsupseteq \alpha}^{\bigsqcup} \bigsqcup_{i \in I}\left(\left(\beta \backslash Q_{i}\right)^{\downarrow} \otimes(\gamma \backslash R)^{\downarrow}\right)\right) & \text { Property } 4 \text { of } \otimes \\
=\bigsqcup_{i \in I} \bigsqcup_{\alpha \in \operatorname{Sc}[\mathcal{G}]} \alpha ;\left(\bigsqcup_{\beta * \gamma \sqsupseteq \alpha}^{\bigsqcup^{\downarrow}}\left(\beta \backslash Q_{i}\right)^{\downarrow} \otimes(\gamma \backslash R)^{\downarrow}\right) & \\
=\bigsqcup_{i \in I}\left(Q_{i} \otimes_{*} R\right) & \text { Lemma 6.2 }
\end{array}
$$

The second equality is shown analogously.
As usual, for a continuous binary operation a residuated operation may be defined.
6.19. Theorem. Let $(\operatorname{Sc}[\mathcal{G}], *, \epsilon, \zeta)$ be a cloos. Then there are operations $\triangleleft_{*}$ and $\triangleright_{*}$ such that

$$
\begin{aligned}
& Q \otimes_{*} X \sqsubseteq R
\end{aligned} \quad \Longleftrightarrow X \sqsubseteq Q \triangleleft_{*} R,
$$

whenever the application of $\otimes_{*}$ is defined.
Proof. Define $Q \triangleleft_{*} R:=\bigsqcup\left\{X \mid Q \otimes_{*} X \sqsubseteq R\right\}$. Then we have

$$
\begin{array}{rlrl}
Q \otimes_{*}\left(Q \triangleleft_{*} R\right) & =Q \otimes_{*}\left(\bigsqcup\left\{X \mid Q \otimes_{*} X \sqsubseteq R\right\}\right) & \\
& =\bigsqcup_{Q \otimes_{*} X \sqsubseteq R}\left(Q \otimes_{*} X\right) & \text { Theorem 6.18 } \\
& \sqsubseteq R & & \\
& &
\end{array}
$$

and hence the first equivalence. The second operation is defined by $R \triangleright_{*} S:=\bigsqcup\{Y \mid$ $\left.S \otimes_{*} Y \sqsubseteq R\right\}$. Its required property is shown analogously.

The last theorem shows that an inclusion $Q ;_{*} X \sqsubseteq R$ has a greatest solution in $X$, namely $Q \triangleleft_{*} R$. Furthermore, the equation $Q ;_{*} X=R$ has a solution ( $X=Q \triangleleft_{*} R$ ) iff $Q ;_{*}\left(Q \triangleleft_{*} R\right)=R$.

## 7. Conclusion

We have shown that operations derived from lattice-ordered semigroups may be defined in an arbitrary Goguen category, i.e., without using the coefficients from $\mathcal{L}$ of concrete $\mathcal{L}$ fuzzy relations. This shows again that Goguen categories constitute a convenient algebraic theory for this kind of mathematical objects.

Using the new operations it is possible to interpret several applications of fuzzy $/ \mathcal{L}$ fuzzy relations within Goguen categories. For example, we may express the behavior of a fuzzy controller by an operation within a suitable Goguen category. Consequently, we are able to proof a lot of properties about it by reasoning in the abstract theory of Goguen categories. This theory is based on Dedekind categories, which are well-known, basically equational and element-free. Therefore, we get a nice algebraic theory to reason about $\mathcal{L}$-fuzzy controllers. Furthermore, it seems to be advantageous not to involve special properties of the underlying lattice $\mathcal{L}$ and of the operations defined on it as far as possible.

Goguen categories and their applications are part of further investigations.
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