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DISCRETIZATION AND SOME QUALITATIVE

PROPERTIES OF ORDINARY DIFFERENTIAL

EQUATIONS ABOUT EQUILIBRIA

B. M. GARAY

Abstract. Discretizations and Grobman-Hartman Lemma, discretizations and the
hierarchy of invariant manifolds about equilibria are considered. For one-step meth-
ods, it is proved that the linearizing conjugacy for ordinary differential equations in
Grobman-Hartman Lemma is, with decreasing stepsize, the limit of the linearizing
conjugacies of the discrete systems obtained via time-discretizations. Similar re-
sults are proved for all types of invariant manifolds about equilibria. The estimates
are given in terms of the degree of smoothness of the original ordinary differential
equation as well as in terms of the stepsize and of the order of the discretization
method chosen. The results sharpen and unify those of Beyn [6], Beyn and Lorenz
[7] and Fečkan [17], [19].

0. Introduction

In recent years, several papers were devoted to studying the qualitative proper-

ties of discrete-time dynamical systems obtained via discretization methods. The

basic question was/is whether the qualitative properties of continuous-time sys-

tems are preserved under discretization. Various concepts of differentiable dynam-

ics were investigated. Without claiming completeness, we mention here results on

stability and attraction properties [17], [23], bifurcations [8], periodic orbits [5],

[15], [29], [36], invariant tori [13], [14], the saddle-point structure about equilib-

ria [6], [1], invariant manifolds about equilibria [6], [7], [17], algebraic-topological

invariants [23], [27], averaging [19]. Most of these results relate one-step methods

for ordinary differential equations. Several authors remark that their results are

also true for multistep methods (but the details are usually not presented. Such

remarks do not seem to be entirely justified. The starting point is a result for the

Euler method. Though somewhat more technical skill is required, generalizations

for other one-step methods are, from the conceptual point of view, easily given.
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However, in order to carry over the result for multistep methods (as it is demon-

strated by the example of the saddle-point structure in [6]) some new ideas and

lots of computations are also needed. An abstract framework for doing this task

was created in [16].)

The typical result states that, in nondegenerate cases and for sufficiently

small stepsize, qualitative properties are preserved under time-discretization. In

other words, (a significant portion of) the phase portrait is correctly reproduced

by numerical methods. With a slight abuse of language, one can say that, from

the qualitative point of view, the discretized system and the original system are

the same. Even estimates are given, in terms of the stepsize and of the order of

the discretization method chosen.

The typical proof consists of three steps:

A. to show that the qualitative properties of the original continuous-time dy-

namical/differential system and of its time-h-map are, in some well-defined sense,

the same

B. to point out that the h-discretized system (i.e. the discrete-time dynamical

system obtained via time-discretization with stepsize h) is nothing else but a small

perturbation of the time-h-map of the original system

C. to apply perturbation results/methods from nonlinear analysis and related

fields (differential equations, nonlinear semigroup theory, differential topology, al-

gebraic topology).

However, the above A-B-C subdivision is not always transparent. Most papers

on this area seem to start, understandably, from the problem of explaining nu-

merical experience and not from the classical qualitative theory. It is worth to

mention here that the stepsize need not approach zero but can be considered as a

bifurcation parameter as well [8]. Large stepsize may easily lead to chaos.

The aim of the present paper is to investigate the link between one-step

methods [35], [10] and some local properties of ordinary differential equations

about equilibria [21], [32]. Our results generalize those of [6], [7], [17], [19].

Throughout this paper, results on discretizations are termed as Corollaries. The

proof of most Corollaries is subdivided into parts A-B-C. Part C is always the

same: an easy application of the parametrized contraction mapping principle (re-

called in proving Corollary 2.4).

The next section is of preparatory character.

Sections 2 and 3 are devoted to hyperbolic equilibria and to equilibria with

pseudo-hyperbolic splittings, respectively. The main result in Section 2 is the

observation that, in the vicinity of hyperbolic equilibria, discretizations, while

slightly perturbing the linearizing conjugacy in Grobman-Hartman Lemma, can

be considered as co-ordinate transformations. As a corollary, it follows that sta-

ble/unstable manifolds of the discretizations converge, with decreasing stepzise,

to the stable/unstable manifold of the original differential equation. Section 3 ex-
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tends the latter convergence result to all types (center etc.) of invariant manifolds

about equilibria. In various norms, the distance between the original counterparts

is estimated in terms of the stepsize and of the order of the one-step method

chosen.

In a forthcoming paper, we point out that normally hyperbolic invariant

manifolds persist under discretizations. Also the estimates derived in Section 3 for

the equilibrium case remain valid.

Remark. My interest in the qualitative analysis of numerical methods origi-

nated in a paper of M. Fečkan [17]. The first version of the present paper ended

with a detailed proof (similar to those in the last section of the present paper) of

a slight generalization of Corollary 2.7 for the Euler method. Before submitting

it, I learned of the results of W. J. Beyn and J. Lorenz [6], [7]. This led me to

consider higher order methods as well as non-hyperbolic equilibria. Immediately

before his visit to Budapest, November ’92, M. Fečkan sent us a copy of [19] and

I learned that, in case of the Euler method, Corollary 2.3 is identical to the main

result in [19].

1. One-step Discretization Methods and

the “Local from Globalized” Principle

Throughout this paper, we use standard notation and terminology. In the

following K1, K2 etc. will denote positive constants. The positive constants K1(ε),

K2(ε) etc. will depend on some parameter ε. The constants K1,K2(ε) etc. will

not necessarily be the same at different appearances. Given a Banach space Z,

Cj = Cj(Z,Z) denotes, with norm

|f |j = max
{
sup

{
|f (m)(z)|

∣∣ z ∈ Z} , m = 0, 1, 2, . . . , j
}
, j = 0, 1, 2, . . . ,

the Banach space of all j times continuously differentiable functions from Z to Z,

with bounded derivatives. For brevity, we write |f |0 = |f |. Partial derivatives are

denoted by s′x, s
′
y, ϕ

′
h, ϕ

′′
h, ϕ

(m)
h etc. The Banach space of bounded linear operators

from Z to Z is denoted by L(Z,Z). The spectrum of C ∈ L(Z,Z) is denoted by

σ(C). Though single bars denote norms in different spaces, no confusion should

arise. In product spaces, the norm is defined by max{|x|, |y|}. Lipschitz constants

are denoted by Lip (.).

Let f : Z → Z be (globally) Lipschitzian and consider the ordinary differential

equation

(1) ż = f(z).

By its h-discretized equation we mean equation

(2) Z = ϕ(h, z), (z, Z ∈ Z, h > 0)
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the shortened form of the recursive system zk+1 = ϕ(h, zk), k = 0, 1, 2, . . . where

ϕ is a fixed one-step method with stepsize h. We assume that ϕ is of order p

for some integer p ≥ 1 i.e. there exist a constant h0 and a constant K1 = K1(f)

depending on f such that

(3) |ϕ(h, z)− Φ(h, z)| ≤ K1h
p+1 for all h ∈ (0, h0], z ∈ Z

where Φ(h, ·) : Z → Z is the time-h-map of the induced solution flow of (1). We

assume also the existence of a continuous function ω = ω(·, f) : (0, h0]→ R+ sat-

isfying ω(h)→ 0 as h→ 0 such that

ϕ(h, ·)− Φ(h, ·) : Z → Z

is Lipschitzian and

(4) Lip
(
ϕ(h, ·)− Φ(h, ·)

)
≤ hω(h) for all h ∈ (0, h0].

To motivate (4), assume that (3) is satisfied and that f, ϕ ∈ Cp+n+1, n ∈N. It

follows easily that ϕ
(m)
h (0, z) = Φ

(m)
h (0, z), m = 0, 1, 2, . . . , p and hence, by Taylor’s

expansion formula with the remainder in integral form, there holds

(ϕ(h, z)− Φ(h, z)) = (p!)−1

∫ 1

0

(1− τ)p
(
ϕ

(p+1)
h (τh, z)− Φ

(p+1)
h (τh, z)

)
dτhp+1

for all h > 0, z ∈ Z. The conclusion is the existence of a constant K2 = K2(f, n)

for which

(5) |ϕ(m)
z (h, z)− Φ(m)

z (h, z)| ≤ K2h
p+1, m = 0, 1, 2, . . . , n

and, argueing similarly,

(6) |ϕ(n+m)
z (h, z)− Φ(n+m)

z (h, z)| ≤ K2h
p+1−m, m = 0, 1, 2, . . . , p+ 1

for all h ∈ (0, h0] (actually, for all h > 0) and z ∈ Z.

To simplify the technicalities, conditions on ϕ are/were formulated on the

entire space Z. What we actually need is that (3), (4), (5) and/or (6) are

satisfied on a fixed ball in Z. In this sense, with p = 1, h0 = 1, (3) is satisfied

provided that f ∈ C1 and ϕ(h, z) = z + hf(z), the classical Euler method. If,

in addition, f ′ is uniformly continuous, then (4) is satisfied, too. (We have e.g.

|ϕ′z(h, z)− Φ′z(h, z)| ≤ K3h
1+α if f ′ is Hölder with exponent α.) If f ∈ Cn+1 (and,

as before, p = 1, ϕ(h, z) = z + hf(z)), then (5) and (6) are satisfied, n = 0, 1, . . ..

In various special cases [7], K2 = K2(f, n) depends only on |f |p+n+1. (In what

follows, an additional parameter ε will be intoduced. In some important special
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cases [7], also the dependence of K2 (and consequently, of Ω1, Ω2, h, K etc.) on

ε can be explicitely given. See also Corollary 2.8.)

Given a Banach space Z, a function µ : Z → [0, 1] is called a cut-off-function if

it is (globally) Lipschitzian and µ(z) = 0 whenever |z| ≥ 1 and 1 whenever |z| ≤ ∆

for some ∆ > 0. The simplest way of defining cut-off-functions is possibly to

take µ(z) = λ(|z|) where λ is a suitable piecewise linear real function. On the

other hand, the existence of Cn, n = 1, 2, . . ., cut-off-functions depends crucially

on the finer structure of Z. For details, examples and counterexamples, see the

corresponding remarks in [21], [32], and the references therein. We recall here

only the simple fact that finite-dimensional spaces and Hilbert spaces admit C∞

cut-off-functions.

In the next two sections, some local qualitative properties about equilibria of

ordinary differential equations will be investigated. For this reason, we assume,

as usual, that f ∈ C1, f(z) = Cz + c(z) for all z ∈ Z, C ∈ L(Z,Z), c(0) = 0,

c′(0) = 0 and consider the ordinary differential equation

(7) ż = Cz + c(z; ε)

where µ is a cut-off-function and

c(z; ε) = µ(z/ε)c(z), z ∈ Z, ε > 0.

The induced solution flow can be written as

Φ(t, z; ε) = eCtz + r(t, z; ε), t ∈ R, z ∈ Z, ε > 0.

With (7), we consider also its h-disretized equation Z = ϕ(h, z; ε) and the modi-

fied h-discretized equation

(8) Z = eChz + ψ(h, z; ε)

where

ψ(h, z; ε) = µ(z)
(
ϕ(h, z; ε)− Φ(h, z; ε)

)
+ r(h, z; ε), h > 0, z ∈ Z, ε > 0.

Remark 1.1. The basic existence results of linearization and invariant man-

ifold theory are formulated [21], [32] in the Lipschitz category. Though we are

completely aware of the fact that inequality (3) can hardly be required for all mem-

bers of the family {f(z) = Cz + µ(z/ε)c(z)}ε>0 without assuming µ, c ∈ Cp+1, our

treatment of one-step discretization methods tries to be faithful to this Lipschitz

tradition.
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Proposition 1.2. The function r(t, ·; ε) : Z → Z is bounded and Lipschitz-

ian. More precisely, there exists a bounded continuous function Ω1 = Ω1(·, f) :

(0,∞)→ R+ with Ω1(ε)→ 0 as ε→ 0 such that

|r(t, ·; ε)| ≤ Ω1(ε)εt whenever t ∈ [0, 1], ε > 0,

Lip (r(t, ·; ε)) ≤ Ω1(ε)t whenever t ∈ [0, 1], ε > 0.

Proof. The differentiability assumptions on c imply that, for a suitable bounded

continuous function Ω = Ω(·, f) : (0,∞)→ R+ satisfying Ω(ε)→ 0 as ε→ 0, there

holds

|c(z; ε)− c(w; ε)| ≤ Ω(ε)|z − w| whenever z, w ∈ Z, ε > 0.

In particular, |c(z; ε)| ≤ Ω(ε)ε for all z ∈ Z, ε > 0. Since

ṙ(t, z; ε) = Cr(t, z; ε) + c(Φ(t, z; ε); ε) and r(0, z; ε) = 0,

an elementary application of Gronwall lemma yields that

|ṙ(t, z; ε)| ≤ |C||r(t, z; ε)|+ Ω(ε)ε,

|r(t, z; ε)| ≤ Ω(ε)ε
(
e|C|t − 1

)
/|C| ≤ Ω1(ε)εt

whenever t ∈ [0, 1], z ∈ Z, ε > 0. Also the second inequality follows from Gronwall

lemma (when applied to the difference of equations

ṙ(t, z; ε) = Cr(t, z; ε) + c(Φ(t, z; ε); ε),

ṙ(t, w; ε) = Cr(t, w; ε) + c(Φ(t, w; ε); ε). )

�
Proposition 1.3. The function ψ(h, ·; ε) : Z → Z is bounded and Lipschitz-

ian. More precisely, there exists a bounded continuous function Ω2 = Ω2(·, f) :

(0,∞) → R+ with Ω2(ε)→ 0 as ε→ 0 and, for each ε > 0, there exists an

h(ε) = h(ε, f) > 0 such that

|ψ(h, ·; ε)| ≤ Ω2(ε)εh whenever h ∈ (0, h(ε)], ε > 0,

Lip (ψ(h, ·; ε)) ≤ Ω2(ε)h whenever h ∈ (0, h(ε)], ε > 0.

Proof. In virtue of (3), (4) and of the previous Proposition, we have that

|ψ(h, ·; ε)| ≤ |ϕ(h, ·; ε)− Φ(h, ·; ε)|+ |r(h, ·; ε)|

≤ K1(ε)h
p+1 + Ω1(ε)εh

and

Lip (ψ(h, ·; ε)) ≤ Lip (µ)|ϕ(h, ·; ε)− Φ(h, ·; ε)|+ Lip (ϕ(h, ·; ε)− Φ(h, ·; ε))

+ Lip (r(h, ·; ε)) ≤ Lip (µ)K1(ε)h
p+1 + ω(h, ε)h+ Ω1(ε)h

for all h ∈ (0,min{h0, 1}), ε > 0 and the desired estimates follow immediately.

(Here, of course, with a slight abuse of notation, K1(ε) = K1(fε) and ω(h, ε) =

ω(h, fε) where fε(z) = Cz + c(z; ε), z ∈ Z.) �
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Proposition 1.4. There exists an ε0 > 0 such that, for all ε ∈ (0, ε0] and

h ∈ (0, h(ε)], the mapping z → eChz + ψ(h, z; ε) defines a homeomorphism of Z
onto itself.

Proof. This is a simple consequence of Proposition 1.3 and of the global Lip-

schitz inverse function theorem [21, Ex. C. 11]. �

The previous three propositions are elementary. They prepare applications to

Grobman-Hartman Lemma and to generalized stable manifolds. Both applications

are related to the local behaviour of ordinary differential equations about equilib-

ria. Even if both the conjugacy in Grobman-Hartman Lemma and the generalized

stable manifold (in the center-stable case) depend on the particular form of the

cut-off function µ, the use of cut-off techniques seems to be unavoidable. Local

results on

(9) ż = Cz + c(z)

follow easily from global results on (7). In order to extend this “local from glob-

alized” principle to discretization results concerning (2) and (9), we

(C) assume the existence of a continuous function δ = δ(·, f) : (0, h0]→ R+ sat-

isfying δ(h)→ 0 as h→ 0 such that for all h ∈ (0, h0] and z ∈ Z, ϕ(h, z) is

determined solely by the restriction of f to the set {w ∈ Z||w − z| ≤ δ(h)}.

As a trivial consequence of (C), given ε > 0 arbitrarily, there holds ϕ(h, z) =

ϕ(h, z; ε) for all |z| ≤ ε∆/2 and h sufficiently small. Since Φ(h, z) = Φ(h, z; ε)

whenever |z| ≤ ε∆/2 and h sufficiently small, global conjugacy and/or invariant

manifold results for (7) can be obviously interpreted as local results for (9). We

remark also that ϕ(h, z; ε) = eChz + ψ(h, z; ε) for all h > 0, |z| ≤ ∆ and ε > 0.

The reason for introducing the modified h-discretized equation (8) is that ψ is

bounded while ϕ− Φ (as it is shown by the trivial example Z = R, ϕ(h, z) =

ϕ(h, z; ε) = z + hf(z)) is not necessarily bounded on the entire space Z. (See

how Propositions 1.2. and 1.3. are used in proving Corollary 2.3.) The “local from

globalized” principle can be partially reversed. It is not hard e.g. to show that

convergence results like (17) (when stated for the local stable manifolds of (9) and

(2)) imply, in suitable Cp manifold topologies, convergence results for the global

stable manifolds of (9) and (2). We shall return to this point in our forthcoming

paper on discretizations and normally hyperbolic invariant manifolds.

2. Discretizations and Grobman-Hartman Lemma

In an interesting paper, Beyn [6] has shown that, in the vicinity of hyperbolic

equilibria, any trajectory of the original continuous-time dynamical system is ap-

proximated, within the order of the discretization method, by a trajectory of the



256 B. M. GARAY

discretized system and, similarly, as long as remaining near to the stationary point,

any trajectory of the discretized system approximates some trajectory of the orig-

inal continuous-time system. However, an easy analysis of the construction in [6]

shows that the pairing defined by the initial points of the corresponding trajecto-

ries is neither continuous nor invariant. Thus, though establishing the preservation

of the saddle-point structure under discretization (trajectory pairing(s) with sharp

estimates plus convergence of stable/unstable manifolds of the discretized systems

to the stable/unstable manifolds of the original dynamical system, itself a remark-

able result rediscovered in [17]), the pairing constructed in [6] does not conform to

any of the usual equivalence concepts of dynamical systems theory. In the present

section, we construct a continuous and invariant pairing which allows us, in the

vicinity of hyperbolic equilibria, to interprete time-discretization as an invariant

coordinate transformation. We do this by putting the whole problem into the gen-

eral framework of Grobman-Hartman Lemma. What we recall here is a technical

version of the original result due to Hartman.

Theorem 2.1. [21, Thm. 5.14.] Let X , Y, Z be Banach spaces, U ∈ L(X ,X ),

V ∈ L(Y,Y), T ∈ L(Z,Z), Z = X × Y, T = diag (U, V ). Let ξ, η ∈ C0(Z,Z) be

Lipschitzian and Lip (ξ), Lip (η) ≤ κ. Assume that T is invertible and

κ < min{1− a, 1/|V −1|}

where a = max{|U−1|, |V |} and a < 1. Then there exists a unique g ∈ C0(Z,Z)

such that

(10) (T + η)( id + g) = ( id + g)(T + ξ).

Moreover, id + g is a homeomorphism and is thus a topological conjugacy from

T + ξ to T + η.

The proof [21] begins with the observation that, in virtue of the Lipschitz

inverse function theorem, T + ξ is a homeomorphism of Z onto itself. There-

fore, T̃ g = Tg(T + ξ)−1 defines a continuous linear operator on C0(Z,Z). The

core of the proof is to point out that id − T̃ ∈ L(C0(Z,Z), C0(Z,Z)) is in-

vertible, |( id − T̃ )−1| ≤ 1/(1− a) and that the function C0(Z,Z) → C0(Z,Z),

g → η(id+ g)(T + ξ)−1 − ξ(T + ξ)−1 is Lipschitzian with constant κ. Thus,

Fξ,η(g) = ( id − T̃ )−1{η( id + g)(T + ξ)−1 − ξ(T + ξ)−1}

defines a contraction on C0(Z,Z) and the contraction constant is Lip (Fξ,η) ≤
κ/(1− a) < 1. But g = Fξ,η(g) is a reformulation of (10). The unique fixed point

g satisfies |g| ≤ (1− a− κ)−1|ξ − η|. The last trick is to point out that id + g

is a homeomorphism of Z onto itself. (Note that ( id + g)−1 − id ∈ C0(Z,Z)
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and |( id + g)−1 − id | = |g|. We remark also that g(0) = 0 provided that ξ(0) =

η(0) = 0.)

Now we return to equation (9) and assume that C admits a pseudo-hyperbolic

splitting i.e. there exist closed subspaces X , Y of Z, A ∈ L(X ,X ), B ∈ L(Y,Y)

such that Z = X × Y, C = diag (A,B) and

sup{Reλ | λ ∈ σ(B)} < β < α < inf{Reλ | λ ∈ σ(A)}.

Proposition 2.2. There is a constant h0 > 0 such that, by passing to an equiv-

alent norm, we may assume that |e−Ah| < 1− hα, |eBh| < 1 + hβ, |e−Ah||eBh| <
1− h(α− β) for all h ∈ (0, h0].

Proof. We restrict ourselves to prove the assertion for A. Choose α1 > 0 so that

α+ 3α1 < inf{Reλ | λ ∈ σ(A)}. Since σ( id − rA) = 1− rσ(A) and |1 − rλ|2 =

1 − 2rReλ + r2|λ|2 for all r ∈ R, λ ∈ σ(A), there is a constant k > 0 such that

σ( id − kA) ⊂ {λ ∈ C | |λ| ≤ 1− k(α+ 2α1)}. In virtue of the spectral radius the-

orem, there is an equivalent norm on X such that | id − kA| < 1− k(α+ α1).

Using Taylor expansion, we have that |e−Ah| ≤ | id −Ah|+Kh2 for some con-

stant K and, consequently, |e−Ah| ≤ (1 − h/k)| id | + (h/k)| id − kA| + Kh2 ≤
1− h/k + (h/k)(1− k(α+ α1)) +Kh2 = 1− h(α + α1) +Kh2 for all h ∈ (0, h0].

The rest is clear. �

Corollary 2.3. Assume that the pseudo-hyperbolic splitting C = diag (A,B)

is hyperbolic i.e. β < 0 < α and that the one-step discretization method satisfies

(3) and (4). Then there is an ε0 > 0, and, for all ε ∈ (0, ε0], there are positive

constants h(ε), K(ε) with the properties as follow. Given ε ∈ (0, ε0], h ∈ (0, h(ε)],

there exists a unique map g = g(h, ε) ∈ C0(Z,Z) such that id + g is a conju-

gacy from Φ(h, z; ε), the time-h-map of (7), to eChz + ψ(h, z; ε), the modified

h-discretization (8). Further, |g| ≤ K(ε)hp.

Proof. Setting U = eAh, V = eBh, T = eCh, ξ = r(h, z; ε), η = ψ(h, z; ε), one

checks easily that the conditions of Theorem 2.1 are all satisfied. In fact, by Propo-

sition 2.2, U is invertible and |U−1| ≤ 1− hα, |V | ≤ 1 + hβ. Since V is invertible

and |V −1| ≤ e|B|h for all h > 0, the crucial inequality κ < min{1− a, 1/|V −1|} is

a corollary of Propositions 1.2 and 1.3. Finally, we have that

1− a− κ ≥ 1−max{1− hα, 1 + hβ} −max{Ω1(ε),Ω2(ε)}h ≥ k(ε)h

for some positive constant k(ε) and therefore,

|g| ≤ (1− a− κ)−1|r − ψ| ≤ (1− a− κ)−1|ϕ− Φ|

≤ (k(ε)h)−1K1(ε)h
p+1 = K(ε)hp. �

Repeating the proof of Corollary 2.3 with ξ = 0, we obtain the existence of a

unique G = G(h; ε) ∈ C0(Z,Z) such that id +G is a conjugacy from eChz, the
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time-h-map of ż = Cz, the linearization of (7), to eChz + ψ(h, z; ε), the modified

h-discretization (8).

It is well-known that Grobman-Hartman Lemma applies for flows

[21, Thm. 5.25]. As for the ordinary differential equation (7), it states that, given

ε sufficiently small, there is a unique G = G(ε) ∈ C0(Z,Z) such that id +G is a

homeomorphism of Z onto itself and that

(11) Φ(t, z +G(z); ε) = eCtz +G(eCtz) for all z ∈ Z, t ∈ R.

Thus, id +G is a conjugacy from ż = Cz to the nonlinear differential equation (7).

Our remarks following Theorem 2.1 imply that |G| ≤ Ω(ε)ε where Ω(ε)→ 0 as

ε→ 0.

Corollary 2.4. Under the previous conditions, there holds

|G(ε) −G(h; ε)| ≤ K(ε)hp for all h ∈ (0, h(ε)].

Proof. Part A. Substituting h = t, T = eCh, ξ = 0, η = r(h, ·; ε), the conju-

gacy equation (10) goes over into (11). Hence, G = G(ε) is the unique solution to

equation

(12) g = F0,r(h,·;ε)(g)

in C0(Z,Z). In particular, the solution of (12) does not depend on h.

Part B. By letting T = eCh, ξ = 0, η = ψ(h, ·; ε), we see that G = G(h; ε) is

the unique solution to equation

(13) g = F0,ψ(h,·;ε)(g)

in C0(Z,Z). The right-hand side of (13) defines a contraction on C0(Z,Z) and

the contraction constant is less than

κ/(1− a) < Ω2(ε)h/(1−max{1− hα, 1 + hβ})

which, in turn, is less than 1/2 for ε sufficiently small. The same is true for

F0,r(h, ·; ε). Using Proposition 2.2 again, observe that

|F0,r(h,·;ε) − F0,ψ(h,·;ε)| ≤ |(I − T̃ )−1| · |r − ψ| ≤ (1− a)−1 · |ϕ− Φ|

≤ (hmin{α,−β})−1K1(ε)h
p+1 = K(ε)hp.

Part C. The desired inequality is a trivial coonsequence of the parametrized

contraction mapping principle applied to (12) and (13): Let (M,d) be a com-

plete metric space, f1, f2 : M →M contractions with constant q < 1 and
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d(f1(m), f2(m)) ≤ ν for all m ∈M . Then d(m1,m2) ≤ (1− q)−1ν where mi is

the unique fixed point of fi in M , i = 1, 2. �

For completeness, we give a second proof for Corollary 2.4 (though it is

much shorter than the one already presented, this second proof does not rely on

perturbation methods and so it is somewhat outside of the general set-up of the

present paper): By the uniqueness property in Grobman-Hartman Lemma, there

holds

( id + g)( id +G(ε)) = id +G(h; ε).

Hence, in virtue of Corollary 2.3,

|G(ε)−G(h; ε)| = |( id +G(ε))− ( id +G(h; ε))|

= |( id +G(ε))− ( id + g)( id +G(ε))| = |g( id +G(ε))| ≤ K(ε)hp.

In order to pass from (7) to (9) and to interprete the above corollaries as local

results on (9), we assume that our discretization method satisfies (C) and recall

that Φ(h, z) = Φ(h, z; ε) and ϕ(h, z) = eCh + ψ(h, z; ε) whenever |z| ≤ ε∆/2 and

h sufficiently small. Similarly, |g(0)| ≤ ε∆/2 for h sufficiently small. Consider

now, in a vicinity of the origin, the pairing z ←→ z + g(z) where g is taken from

Corollary 2.3. It is easy to check that this (conjugacy) pairing has all the good

properties of the (somewhat unnatural – unnatural, in the context of the classical

qualitative theory – ) pairing constructed by Beyn [6]. The pairing z ←→ z + g(z)

is a local coordinate transformation from the original to the discretized equation.

Corollary 2.4 concerns also the saddle-point structure about hyperbolic equilibria.

Stating that the linearizing conjugacy is the limit of the linearizing conjugacies for

the discretized equations, it has also a simple geometrical meaning and clarifies

the link between linearization and discretization.

Remark 2.5. For certain parabolic partial equations, the results of Beyn has

recently been generalized by Alouges and Debussche [1]. They pointed out that,

locally, in a neighbourhood of nondegenerate equilibria, any positive semi trajec-

tory of the time–discretized system is “shadowed” by a positive semi trajectory of

the original parabolic partial equation and vice-versa. This was done by combin-

ing Beyn’s original ideas [6] with invariant manifold theory for parabolic equations

[4]. The result is conceptually clear [1]: the underlying perturbation theory for

stable/unstable manifolds works equally well [21, Thm. 6.23] for noninvertible

mappings. From numerical point of view, a comparison between individual (posi-

tive semi) trajectories may be completely satisfactory. Nevertheless, on behalf of

classical qualitative theory, the local phase-portrait (as a whole) of the discretized

system had to be compared to the local phase portrait (as a whole) of the original

partial equation. This is certainly a hard task because, not even as a decou-

pling result, Grobman-Hartman Lemma does not [3] remain true for noninvertible
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mappings. Neither the positive results [3], [12], [26], [30] on Grobman-Hartman

Lemma for noninvertible mappings seem to be directly applicable.

Corollary 2.4 yields, of course, some results on stable/unstable manifolds and

discretization. We clarify this point in some details now. The classical stable man-

ifolds of (7) and (8) are denoted byMε = {(uε(y), y) ∈ X × Y = Z | y ∈ Y}, and

Mh,ε = {(uh,ε(y), y) ∈ X × Y = Z | y ∈ Y} respectively. It is well-known that the

functions uε, uh,ε : Y → X are bounded and Lipschitzian. Reconsidering the proof

of the stable manifold theorem, it is easy to show that Lip (uε), Lip (uh,ε) ≤ L(ε)

for some constant L(ε) (independent of h). The stable linear subspace for ż = Cz is

{0} × Y . SinceMε = ( id +G(ε))({0} × Y) andMh,ε = ( id +G(h, ε))({0} × Y),

it follows immediately from Corollary 2.4 that, for all ε ∈ (0, ε0],

(14) |uε − uh,ε| ≤ (1 + L(ε))K(ε)hp whenever h ∈ (0, h(ε)].

Now we assume that f, µ, ϕ ∈ Cp+1. A careful analysis of the proof [21], [32]

of the Cp+1 version of the stable manifold theorem shows that

(15) |uh,ε|p ≤ m(ε) for some constant m(ε) independent of h.

Since uε ∈ Cp+1, it follows that

(16) |uε − uh,ε|p ≤M(ε) whenever h ∈ (0, h(ε)].

As an immediate application of the following theorem [31], [24] (which goes back

to Landau, 1913 and Hadamard, 1914), inequality (14) resp. (16) is the first resp.

last inequality in a finite chain of interpolation inequalities.

Theorem 2.6. Let Y, X be Banach spaces and let u ∈ Cp(Y,X ), p ∈ N. Then

|u(j)|p ≤ const(j, p) · |u|p−j · |u(p)|j , j = 0, 1, . . . , p.

Proof. The first nontrivial case is j = 1, p = 2. We show that

(17) |u′|2 ≤ 4|u| · |u′′| for all u ∈ C2.

In fact, for all y, w ∈ Y, w 6= 0, there holds

|u′(y)w/|w|| ≤ |w|−1(|u(y + w)− u(y)− u′(y)w| + |u(y + w)− u(y)|)

≤ |w|−1(|

∫ 1

0

(u′(y + τw) − u′(y))wdτ | + 2|u|)

≤ |w|−1(2−1|u′′| · |w|2 + 2|u|).

Taking minimum for |w| on the right-hand side, we obtain

|u′(y)w/|w|| ≤ 2|u|1/2|u′′|1/2

and (17) follows immediately. The general case is settled by a double induction

on j and p. In case of X = Y = R, also the best constants const0(j, p) are known

[31], [24]. �
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Corollary 2.7. Assume, in addition, that f, µ, ϕ ∈ Cp+1. Then, in the Cp−1-

norm, Mh,ε →Mε as h→ 0, for all ε sufficiently small. If also (C) is satisfied,

then the local stable manifold of (9) is, in the Cp−1 norm, the limit of the local sta-

ble manifolds of its discretizations (2) as the discretization parameter approaches

zero.

Proof. Set u = uε − uh,ε. Starting form (14) and (16), a simple application of

the previous theorem yields that

|u(j)
ε − u

(j)
h,ε| ≤ K(ε)hp−j , j = 0, 1, 2, . . . , p.

In particular, |uε − uh,ε|p−1 ≤ K(ε)h. �

For the Euler method, assuming f, µ ∈ C2, the above considerations yield that

|uε − uh,ε| ≤ K(ε)h and |uε − uh,ε|1 ≤ K(ε). (The very same result follows also

from Corollary 3.7 of the next section. In case of f, µ ∈ C3, Corollary 3.7 implies

that |uε − uh,ε|1 ≤ K(ε)h and |uε − uh,ε|2 ≤ K(ε).) On the other hand — still

assuming f, µ ∈ C2—there holds [17]

(18) |uε − uh,ε|2 ≤ K for some constant K = K(f).

Consequently, in virtue of (17), |uε − uh,ε|1 ≤ Kh1/2. (This point is missed in [17]

where, in the special case Z = Rn, (18) is followed by an Arzela-Ascoli argument

leading to |uε − uh,ε|1 → 0 as h→ 0). Actually, even a stronger result is true.

(The ultimate reason is a peculiarity of the Euler method: ϕ(h, z) = z + hf(z) is

smooth in h.)

Corollary 2.8. Assume that f, µ ∈ C2, ϕ(h, z) = z + hf(z), the classical Euler

method. Then

|uε − uh,ε|1 ≤ Kh and |uε − uh,ε|2 ≤ K

for some constant K independent of h and ε.

Proof. For ε > 0, define fε(z) = Cz + µ(z/ε)c(z), z ∈ Z. It is elementary to

check that |z + hfε(z)− Φ(h, z; ε)| ≤ Kh2, |id + hf ′ε(z)− Φ′z(h, z; ε)| ≤ Kh
2,

|hf ′′ε (z)− Φ′′zz(h, z; ε)| ≤ Kh for some constant K = K(f). (This is better what,

on the basis of (5) and (6), p = 1, n = 0, one might hope for. More precisely, the

latter inequalities correspond to (5) and (6) — in case of p = 1, n = 1.) In a tech-

nically much simpler situation, the reasoning we use in proving Corollary 3.7 can

be repeated. (A careful analysis of the role of inequalities (5) and (6) is needed.)�

The next section is devoted to various generalizations of Corollary 2.7.
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3. Discretization and the Hierarchy

of Invariant Manifolds of Equilibria

The aim of this section is to demonstrate that Mh,ε →Mε as h→ 0 where Mε

and Mh,ε are suitable invariant manifolds of (7) and (8), respectively. A simple

result into this direction is Corollary 2.7 above. It concerns stable manifolds

of hyperbolic equilibria, the prototype of all invariant manifolds. The unique

equilibria of (7) and (8) are 0 and g(0), respectively. The stable manifolds of

(7) and (8) (as well as the local stable manifolds of (9) and (2) providing (C) is

satisfied) belong actually to these equilibria.

To pass to more general invariant manifolds, we relax the hyperbolicity condi-

tion on the splitting C = diag (A,B). On the other hand, we assume that 0 is an

equilibrium of (8) i.e. of (2). This can be ensured e.g. by assuming that

(19) if f(z) = 0, then ϕ(h, z) = z for all h ∈ (0, h0].

The case of the classical center/center-stable manifold was investigated by Beyn

and J. Lorenz [7]. It is well-known that center manifolds need not be unique.

Different center manifolds of the same equilibrium have, both from the (differ-

ential) topological [33] and from the dynamical [9] point of view, very similar

properties. Fortunately, in a well-defined technical sense, the center manifold of

(7) is unique (but depends on µ: multiplication by µ(z/ε) singles out a local center

manifold and makes it global). Given Mε, the center manifold of (7), Beyn and

Lorenz proved [7, Thm. 3.10] the existence of an invariant manifold Mh,ε of (8)

such that, with respect to the Cn-norm, Mε and Mh,ε are O(hp)-near providing

f, µ, ϕ ∈ Cp+n+2. They pointed out that, in contrast to the stable manifold case,

the detailed structure of the dynamics on Mh,ε could vary dramatically with h.

In order to keep the technical difficulties limited [7], Beyn and Lorenz did

not make any attempt to minimize the smoothness assumptions on f . We con-

tinue their investigations. The smoothness assumptions will be weakened and/but

sharper estimates proved. Besides, we consider general invariant manifolds of

equilibria and not only the classical stable/unstable and center/center-stable man-

ifolds. If also (C) is satisfied, the results we present for (7) and (8) can, as in the

previous section, be reformulated in the context of local invariant manifolds.

The section is organised as follows. Results on discretization methods are pre-

sented alternately with abstract theorems on invariant manifolds. As existence

and smoothness statements, all these abstract theorems (Theorem 3.1, Proposi-

tions 3.3 and 3.5) are well-known from standard invariant manifold theory [21],

[32]. The novelty (and this is what Corollaries 3.2, 3.4, 3.7 and 3.8 are based on)

is that the contraction estimates we derive are more effective/efficient than usual.

We begin with a technical version of Irwin’s result [21] on the existence of

generalized stable manifolds. Actually, what we need is not the existence result

itself but the weighted norm || · || and the estimates from the proof below.
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Theorem 3.1. Consider a mapping of the form

Q : X × Y → X × Y, (x, y)→ (X,Y ) = (Dx+ s(x, y), Ey + t(x, y))

where D ∈ L(X ,X ), E ∈ L(Y,Y) and s : X × Y → X , t : X × Y → Y are Lip-

schitzian. In particular, there exist constants sx, sy, tx, ty such that, for all

x, x̃ ∈ X , y, ỹ ∈ Y, there hold

|s(x, y)− s(x̃, ỹ)| ≤ sx|x− x̃|+ sy|y − ỹ|,

|t(x, y)− t(x̃, ỹ)| ≤ tx|x− x̃|+ ty|y − ỹ|.

Further, assume that s(0, 0) = 0, t(0, 0) = 0. Finally, assume that D is invertible

and there is a positive constant L such that

(20) |D−1|{L(|E|+ sx + ty) + txL
2 + sy} ≤ L

and

(21) b1 = |D−1|(|E|+ 2txL+ sx + ty) < 1.

Then there is a unique Lipschitzian mapping v : Y → X with Lip (v) ≤ L for which

graph (v) = {(v(y), y)‖y ∈ Y} ⊂ X × Y is (positively) invariant and v(0) = 0. In

addition, (x, y) ∈ graph (v) if and only if

(22) |xk|, |yk| ≤ Const (x0, y0) · (|E|+ txL+ ty)
k for all k ∈N

where (xk, yk) denotes the k-th iterate of (x, y) = (x0, y0) under Q, k = 1, 2, . . . .

Proof. Equipped with the weighted norm

||ϑ|| = sup{|ϑ(y)|/|y|
∣∣ 0 6= y ∈ Y}

and with the usual algebraic operations, the set

W = {ϑ : Y → X is a continuous function | there exists a constant

K = K(ϑ) such that |ϑ(y)| ≤ K|y| for all y ∈ Y}

is a Banach space and

WL = {ϑ ∈ W
∣∣ |ϑ(y)− ϑ(ỹ)| ≤ L|y − ỹ| for all y, ỹ ∈ Y}

is closed subset of W.

If v ∈ WL satisfies the invariance equation

Dx+ s(x, y)
∣∣
x=v(y)

= v(Ey + t(x, y))
∣∣
x=v(y)

,
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then v = Gs,t(v) where Gs,t : WL →WL is defined by

(Gs,t(v))(y) = D−1v(Ey + t(v(y), y))−D−1s(v(y), y), y ∈ Y.

We claim that Gs,t(WL) ⊂ WL and that Gs,t is a contraction with constant

Lip ||·||(Gs,t) ≤ b1 < 1.

In fact, for all v ∈ WL, y, ỹ ∈ Y, we have that

|(Gs,t(v))(y) − (Gs,t(v))(ỹ)|

≤ |D−1|{L(|Ey −Eỹ|+ |t(v(y), y)− t(v(ỹ), ỹ)|) + |s(v(y), y)− s(v(ỹ), ỹ)|}

≤ |D−1|{L(|E|+ txL+ ty) + sxL+ sy}|y − ỹ|

and consequently, in virtue of (20), Gs,t(v) ∈ WL. Similarly, for all v, ṽ ∈ WL,

y ∈ Y, there holds

|(Gs,t(v))(y) − (Gs,t(ṽ))(y)| ≤ |D
−1|{|v(Ey + t(v(y), y))− v(Ey + t(ṽ(y), y))|

+ |v(Ey + t(ṽ(y), y)− ṽ(Ey + t(ṽ(y), y))|+ |s(v(y), y)− s(ṽ(y), y)|}.

Thus, for all v, ṽ ∈ WL, we have that

||Gs,t(v)−Gs,t(ṽ)|| ≤ |D
−1|{|E|+ 2txL+ sx + ty}||v − ṽ||

which, by (21), is the desired contraction estimate.

It remains to prove the growth order characterization (22). If (x, y) =

(x0, y0) ∈ graph(v), then |y1| = |Ey0 + t(v(y0), y0)| ≤ (|E|+ txL+ ty)|y0| and fur-

ther, by induction, |yk| ≤ (|E|+ txL+ ty)
k|y0| and also |xk| ≤ L|yk| ≤

L(|E| + txL + ty)
k|y0| for all k ∈N. With Const (x0, y0) = max{1, L}|y0|, in-

equality (22) follows immediately.

To prove that x = v(y) is implied by inequality (22), a little more care is needed.

For all (x, y) = (x0, y0) ∈ X × Y , we claim that

|xk − v(yk)| ≥ (1/|D−1| − txL− sx)
k|x0 − v(y0)|, k ∈N.

In fact,

|x1 − v(y1)| ≥ |x1 −Dv(y0)− s(v(y0), y0)| − |v(y1)−Dv(y0)− s(v(y0), y0)|

= |Dx0 + s(x0, y0)−Dv(y0)− s(v(y0), y0)| − |v(y1)− v(Ey0 + t(v(y0), y0))|

≥ |D(x0 − v(y0))| − |s(x0, y0)− s(v(y0), y0)| − L|y1 −Ey0 − t(v(y0), y0)|

≥ |D(x0 − v(y0))| − sx|x0 − v(y0)| − L|Ey0 + t(x0, y0)−Ey0 − t(v(y0), y0)|

≥ (1/|D−1|)|x0 − v(y0)| − sx|x0 − v(y0)| − Ltx|x0 − v(y0)|
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and the claim follows by induction. Using (22), we conclude that

(1/|D−1| − txL− sx)
k|x0 − v(y0)| ≤ |xk − v(yk)|

≤ |xk|+ L|yk| ≤ Const (x0, y0) · (|E|+ txL+ ty)
k

for all k ∈N. Observe that, as a trivial consequence of (21),

1/|D−1| − txL− sx > |E|+ txL+ ty.

Thus, by letting k →∞, we arrive at |x0 − v(y0)| = 0. �

Now we return to the differential equation (7) and consider the modified h-di-

scretized equation (8). Assume that (19) is satisfied and, as in Section 2, assume

that the splitting C = diag (A,B) is pseudo-hyperbolic i.e.

sup{Reλ | λ ∈ σ(B)} < β < α < inf{Reλ | λ ∈ σ(A)}

for some constants α and β < α. Setting D = eAh, E = eBh, X × Y = Z,

(x, y) = z, (s(x, y), t(x, y)) = ψ(h, z; ε), L = 1, one checks easily that, for all

ε ∈ (0, ε0] and h ∈ (0, h(ε)], the conditions of Theorem 3.1 are all satisfied. In

fact, by Proposition 1.3, ψ(h, ·; ε) is Lipschitzian and Lip (ψ(h, ·; ε)) ≤ Ω2(ε)h for

all h ∈ (0, h(ε)], ε > 0. Property ψ(h, 0; ε) = 0 is a direct consequence of (19).

Estimates (20), (21) follow from Proposition 2.2. In particular, applying Propo-

sition 2.2 with α̃ ∈ (α, inf{Reλ | λ ∈ σ(A)}), β̃ ∈ (sup{Reλ | λ ∈ σ(B)}, β),

we see there is no generality in assuming that b1 < 1− (α − β)h for all ε ∈ (0, ε0],

h ∈ (0, h(ε)]. Thus, equation v = Gψ(h,·;ε)(v) has a unique solution in WL =W1.

This solution is denoted by vh,ε.Graph (vh,ε) is an invariant manifold for (8). In

fact, by (22), graph (vh,ε) is a positively invariant (Lipschitz) manifold for (8). By

Proposition 1.4, the mapping z → eCh + ψ(h, z; ε) is onto and invertible. There-

fore, also negative invariance makes sense and follows from (22).

By the same arguments, for all ε ∈ (0, ε0], h ∈ (0, h(ε)], equation v = Gr(h,·;ε)(v)

has a unique solution inWL =W1. This solution is denoted by wh,ε. Graph (wh,ε)

is an invariant manifold for Φ(h, ·; ε), the time-h-map of the solution flow of (7).

In virtue of (22), (x, y) = z = z0 = (x0, y0) ∈ graph (wh,ε) if and only if

|Φ(kh, z0; ε)| ≤ Const (z0) · (|E|+ txL+ ty)
k for all k ∈ N. Observe that

{z0 ∈ Z
∣∣ |Φ(kh, z0; ε)| ≤ Const (z0) · (|E|+ txL+ ty)

k for all k ∈ N}

= {z0 ∈ Z
∣∣ |Φ(t, z0; ε)| ≤ Const (z0) · (|E|+ txL+ ty)

t/h for all t ≥ 0}.

(Proof. Inclusion ⊃ is trivial. Conversely, assume that, with some constants K1

andQ, |Φ(kh, z0; ε)| ≤ K1Q
k for all k ∈ N. Given t ≥ 0 arbitrarily, choose k = k(t)

so that kh ≤ t < (k + 1)h and consider the initial value problem ż = Cz + c(z; ε),
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z(kh) = Φ(kh, z0; ε). Since |c(z; ε)| ≤M |z| for some constant M , an easy appli-

cation of Gronwall lemma yields that |z(t)| = |Φ(t, z0; ε)| ≤ e(|C|+M)(t−kh)K1Q
k ≤

K2Q
k−t/hQt/h ≤ K2 max{1/Q, 1}Qt/h = K3Q

t/h.) The conclusion is that

graph (wh,ε) does not depend on h. We point out this by analyzing the growth

order characterization

graph (wh,ε)={z0 ∈ Z
∣∣ | Φ(t, z0; ε)| ≤ Const (z0)·(|E|+txL+ty)

t/h for all t ≥ 0}.

Actually, in virtue of (20), (21) and of Proposition 1.2, we have shown that

graph (wh,ε) = {z0 ∈ Z
∣∣ |Φ(t, z0; ε)| ≤ Const (z0) · (η+Ω(ε)h)t/h for all t ≥ 0}

for all positive numbers η satisfying δ(η + Ω(ε)h) < 1 where η = |eBh|, δ = |e−Ah|
and Ω(ε)→ 0 as ε→ 0. The greatest and the smallest choice for η are limited

by Proposition 2.2. For ε sufficiently small, the greatest choice is 1 + αh and the

smallest choice is 1 + βh. Consequently, given γ ∈ [β, α] arbitrarily, we have that

graph (wh,ε) = {z0 ∈ Z
∣∣ |Φ(t, z0; ε)| ≤ Const (z0) · e

γt for all t ≥ 0}

for all ε ∈ (0, ε0] and h ∈ (0, h(ε)] (and a slightly more careful analysis shows that

Const (z0) ≤ K|z0| where K is independent of γ). It follows immediately that

graph (wh,ε) is (positively and negatively) invariant for (7) and does not depend

on h.

Thus, we are justified in writing wh,ε = vε and in calling graph (vε) the gen-

eralized stable (or pseudo-stable) manifold of (7) related to the splitting

C = diag (A,B).

Corollary 3.2. Assume that the splitting C = diag (A,B) is pseudo-hyperbolic

and that the one-step discretization method satisfies (5), with n = 1, and (19).

Then there is an ε0 > 0, and for all ε ∈ (0, ε0], there are positive constants h(ε),

K(ε) with the properties as follow. Given graph (vε), the generalized stable man-

ifold of (7) related to the splitting C = diag (A,B), then, for all h ∈ (0, h(ε)], (8)

has an invariant manifold of the form graph (vh,ε) where vh,ε is unique in the

function class WL =W1 and satisfies ||vh,ε − vε|| ≤ K(ε)hp.

Proof. Part A. By the preceding considerations, for all h ∈ (0, h(ε)], vε is the

unique solution to equation

(23) v = Gr(h,·;ε)(v)

in WL =W1. In particular, the solution of (23) does not depend on h.

Part B. Consider vh,ε, the unique solution of

(24) v = Gψ(h,·;ε)(v)
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inWL =W1. As we already observed, graph (vh,ε) is an invariant manifold of (8).

For all ε ∈ (0, ε0], h ∈ (0, h(ε)], the right-hand side of (24) defines a contraction

on WL =W1 and the contraction constant is not greater than b1 < 1− (α − β)h.

The same is true for Gr(h,·;ε). We claim that

||Gr(h,·;ε) −Gψ(h,·;ε)|| ≤ K(ε)hp+1.

For brevity, we write z = (x, y), r(h, z; ε) = (s̃(x, y), t̃(x, y)) ∈ X × Y, ψ(h, z; ε) =

(˜̃s(x, y), ˜̃t(x, y)) ∈ X × Y. For v ∈ WL =W1 and y ∈ Y , using (19) and (5) (with

n = 1) again, we have that∣∣(Gr(h,·;ε)(v))(y)− (Gψ(h,·;ε)(v)
)
(y)
∣∣

≤
∣∣e−Ah∣∣{|eBhy + t̃(v(y), y)− eBhy − ˜̃t(v(y), y)|+ |s̃(v(y), y)− ˜̃s(v(y), y)|

}
≤ 2|e−Ah| · |r(h, (v(y), y); ε)− ψ(h(v(y), y); ε)|

= 2|e−Ah| · |

∫ 1

0

[ϕ′z(h, τ(v(y), y); ε) − Φ′z(h, τ(v(y), y); ε)](v(y), y)dτ |

≤ 2|e−Ah|K2(ε)h
p+1|(v(y), y)| ≤ K(ε)hp+1|y|

and the claim follows immediately.

Part C. The desired inequality is a trivial consequence of the parametrized

contraction mapping principle applied to (23) and (24). �

Let V = C0(Y,X ) and, for L > 0, define

VL = {ϑ ∈ V | ϑ(0) = 0 and |ϑ(y)− ϑ(ỹ)| ≤ L|y − ỹ| for all y, ỹ ∈ Y}.

It is clear that VL is a closed subset of V. In what follows we analyse Gs,t on VL
and, for the norm | · |(= | · |0), we prove a result analogous to Corollary 3.2.

Proposition 3.3. Assume that the conditions of Theorem 3.1 are satisfied.

The conclusion is the existence of a positively invariant Lipschitz manifold

graph (v). Further, assume that s : X × Y → X is bounded and

(25) b0 = |D−1|(txL+ sx + 1) < 1.

Then Gs,t(VL) ⊂ VL and Gs,t is a contraction on VL with constant Lip |·|(Gs,t) ≤
b0 < 1. Further, v ∈ VL.

Proof. For all v ∈ VL, (Gs,t(v))(0) = 0, |Gs,t(v)| ≤ |D−1|(|v| + |s|). Further, for

all v ∈ VL, y, ỹ ∈ Y , we have that∣∣(Gs,t(v))(y) − (Gs,t(v))(ỹ)
∣∣

≤ |D−1|
{
L(|Ey −Eỹ|+ |t(v(y), y)− t(v(ỹ), ỹ)|) + |s(v(y), y)− s(v(ỹ), ỹ)|

}
≤ |D−1|{L(|E|+ txL+ ty) + sxL+ sy}|y − ỹ|
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and consequently, in virtue of (20), Gs,t(v) ∈ VL. Similarly, for all v, ṽ ∈ VL, y ∈ Y,

there holds∣∣(Gs,t(v))(y)− (Gs,t(ṽ))(y)
∣∣ ≤ |D−1|

{
|v(Ey + t(v(y), y))− v(Ey + t(ṽ(y), y))|

+ |v(Ey + t(ṽ(y), y))− ṽ(Ey + t(ṽ(y), y))|+ |s(v(y), y)− s(ṽ(y), y)|}

≤ |D−1|{Ltx|v(y)− ṽ(y)|+ |v − ṽ|+ sx|v(y)− ṽ(y)|} ≤ b0|v − ṽ|.

Hence, by the contraction mapping principle, Gs,t has a unique fixed point u in

VL. From set-theoretical point of view, VL ⊂ WL. Therefore, u = v.

Corollary 3.4. Assume that the splitting C = diag (A,B) is pseudo-hyperbo-

lic, α > 0 and that the one-step discretization method satisfies (3), (4) and (19).

Then there is an ε0 > 0 and, for all ε ∈ (0, ε0], there are positive constants h(ε),

K(ε) with the properties as follow. Given graph (vε), the generalized stable mani-

fold of (7) related to the splitting C = diag (A,B), then vε ∈ VL = V1 and, for all

h ∈ (0, h(ε)], (8) has an invariant manifold of the form graph (vh,ε) where vh,ε is

unique in the function class VL = V1 and satisfies |vh,ε − vε| ≤ K(ε)hp.

Proof. Step by step, with Gs,t defined on (VL, | · |) and not on (WL, || · ||), the

proof of Corollary 3.2. can be repeated. The extra assumption α > 0 yields

|D−1| = |e−Ah| < 1− hα < 1 and this is needed to ensure (25). Boundedness of s

(and of t) follows from Propositions 1.2 and 1.3. The last step in proving Part B is

somewhat easier. The upper bound on |r(h, (v(y), y); ε) − ψ(h, (v(y), y); ε)| follows

directly from (3). �

For L > 0, set c(0) = L, V0
c(0) = VL and fix a nonnegative integer j. Given a fi-

nite sequence of positive numbers {c(i)}j0, we define, inductively, for i = 1, 2, . . . , j,

Vic(i) =
{
ϑ ∈ Vi−1

c(i−1)

∣∣ ϑ is i times continuously differentiable and∣∣ϑ(i)(y)− ϑ(i)(ỹ)| ≤ c(i)|y − ỹ| for all y, ỹ ∈ Y
}
.

By standard differential calculus [28], |ϑ(i)(y)| ≤ c(i− 1) for all ϑ ∈ Vic(i) and

y ∈ Y. Further, with respect to the norm | · |i, Vic(i) is a closed subset of Ci(Y,X ),

i = 1, 2, . . . , j. (A somewhat more advanced differentiable calculus yields also that,

with respect to the norm | · | = | · |0, Vic(i) is a closed subset of C0(Y,X ). (For two

different proofs of this latter statement, see [11, Prop. A2] and [25, Lemma 2.2].

The argument in [25] is based on inequality (17).)) In what follows we analyse

Gs,t on Vic(i) and, for the norm | · |i, we prove a result analogous to Corollary 3.4.

Proposition 3.5. Assume that the conditions of Theorem 3.1 are satisfied.

The conclusion is the existence of a positively invariant Lipschitz manifold

graph (v). Further, assume that s ∈ Cj+1(X × Y,X ), t ∈ Cj+1(X × Y,Y) and

(26) bi = |D−1|
(
(|E|+ txL+ ty)

i + txL+ sx
)
< 1, i = 0, 1, . . . , j + 1.
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Then, for a suitable choice of the finite sequence {c(i)}j0, Gs,t
(
Vic(i)

)
⊂ Vic(i) and,

with respect to a norm ||| · |||i equivalent to | · |i, Gs,t is a contraction on Vic(i) with

constant

Lip |||·|||i(Gs,t) ≤ max{(1 + bm)/2 | m = 0, 1, . . . , i} < 1, i = 0, 1, . . . , j.

Finally, v ∈ Vjc(j).

Proof. With ||| · |||0 = | · |0 = | · |, the j = 0 case is already settled by Proposi-

tion 3.3.

Assume that j ≥ 1. If v ∈ V1
c(1) is arbitrarily chosen, thenGs,t(v) is continuously

differentiable and

(27) (Gs,t(v))
′ = D−1v̌′(E + t′xv

′ + t′y)−D
−1(s′xv

′ + s′y)

where v̌ denotes v with argument Ey + t(v(y), y). Recall that |v′| ≤ L. It is easy

to check that (Gs,t(v))
′ is Lipschitzian with constant

c(1)|D−1|(|E|+ txL+ ty)
2 + Ltx + sx

)
+K1 = c(1)b2 +K1

where K1 is a constant depending only on D,E, s, t, c(0) = L. We proceed by

induction. If v ∈ Vic(i) is arbitrarily chosen, i = 2, 3, . . . , j, then Gs,t(v) is i times

continuously differentiable and

(28)
(
Gs,t(v)

)(i)
= D−1v̌(i)(E + t′xv

′ + t′y)
i +D−1(v̌′t′x − s

′
x)v

(i) +Ri

where the remainder Ri is a polynomial function in the variables v′, v′′, . . . , v(i−1),

s′x, . . . , s
(i)
x , s′′xy, . . . , t

(i)
y . It follows easily that

(
Gs,t(v)

)(i)
is Lipschitzian with con-

stant

c(i)|D−1|
(
(|E|+ txL+ ty)

i+1 + Ltx + sx) +Ki = c(i)bi+1 +Ki

where Ki is a constant depending only on D,E, s, t, c(0) = L, c(1), . . . , c(i− 1).

More precisely, for i = 1, 2, . . . , j, Ki is a polynomial in the variables c(0), c(1), . . . ,

c(i − 1) and the coefficient of each term is a nonconstant polynomial of |s′x|, . . . ,
|s

(i+1)
x |, |s′′xy|, . . . , |t

(i+1)
y |.

Now we are in a position to specify {c(i)}j0. Recall (26) and that c(0) = L. Thus,

the recursion c(i) = (1− bi+1)
−1Ki makes sense and, in virtue of the previous

considerations, Gs,t(Vic(i)) ⊂ V
i
c(i), i = 1, 2, . . . , j.

In order to prove the desired contraction estimate, observe that

|(Gs,t(v))
(m) − (Gs,t(ṽ)

(m)| ≤
m∑
k=0

Kk
m|v

(k) − ṽ(k)|
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whenever v, ṽ ∈ Vmc(m), m = 0, 1, 2, . . . , j. Here, of course Kk
m, m = 0, 1, 2, . . . , j,

k = 0, 1, 2, . . . ,m are positive constants independent of v and ṽ. By the proof of

Proposition 3.3, K0
0 can be chosen for b0. A further analysis of (27), (28) shows

that Km
m can be chosen for bm, m = 1, 2, . . . , j. Finally, it is easily seen that, for

m = 1, 2, . . . , j and k = 0, 1, . . . ,m− 1, Kk
m can be taken for a polynomial in the

variables c(0), c(1), . . ., c(m− 1) where the coefficient of each term is a nonconstant

polynomial of |s′x|, . . . , |s
(m+1)
x |, |s′′xy|, . . . , |t

(m+1)
y |.

Now we are in a position to define ||| · |||i. For v ∈ Ci(Y,X ) arbitrary, let

|||v|||i =
i∑

m=0

d(m)|v(m)|, i = 0, 1, 2, . . . , j,

where d(0) = 1 and {d(m)}j1 is a finite sequence of positive constants specified

later. Obviously, for any choice of {d(m)}j1, ||| · |||i and | · |i are equivalent norms

on Ci(Y,X ), i = 1, 2, . . . , j. By definition,

|||Gs,t(v)−Gs,t(ṽ)|||i =
i∑

m=0

d(m)|(Gs,t(v))
(m) − (Gs,t(ṽ))

(m)|

≤
i∑

m=0

d(m)
m∑
k=0

Kk
m|v

(k) − ṽ(k)| =
i∑

m=0

i∑
k=m

d(k)Km
k |v

(m) − ṽ(m)|

≤
i∑

m=0

(d(m)bm +
i∑

k=m+1

d(k)Km
k )|v(m) − ṽ(m)|

and

|||v − ṽ|||i =
i∑

m=0

d(m)|v(m) − ṽ(m)|

whenever v, ṽ ∈ Vic(i), i = 0, 1, 2, . . . , j (and
∑i
i+1 = 0).

Next we compare the coefficients of |v(m) − ṽ(m)|. Using (26), a suitable choice

of {d(m)}j1 yields that

(29) d(m)bm +
i∑

k=m+1

d(k)Km
k ≤ 2−1(1 + bm)d(m)

for all i = 0, 1, . . . , j and m = 0, 1, . . . , i. Consequently,

|||Gs,t(v)−Gs,t(ṽ)|||i ≤ max{2−1(1 + bm) | m = 0, 1, 2, . . . , i}|||v − ṽ|||i

for all v, ṽ ∈ Vic(i), i = 0, 1, 2, . . . , j.
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Finally, returning to our invariant manifold graph (v), condition (26), the esti-

mate derived above and the contraction mapping principle yields that v ∈ Vjc(j).�

Remark 3.6. Actually, v ∈ Vj
c(j) ∩ C

j+1(Y,X ). Existence and continuity of

the remaining (j + 1)th derivative is well-known and can be proved at least by four

different methods — see the thirty-line survey [2, Remark 8] on sharp smoothness

results in invariant manifold and foliation theory. See also [20] — the fifth method.

A particularly simple proof can be modelled after the one of [2, Thm. 4].

Corollary 3.7. Assume that the conditions of Corollary 3.4 are satisfied. Fur-

ther, for some non-negative integer n, assume that c ∈ Cp+n+1(Z,Z),

µ ∈ Cp+n+1(Z,R) and (p+ n+ 1)β < α. In addition, assume that the one-step

discretization method satisfies ϕ ∈ Cp+n+1. Then, using the notation of Corol-

lary 3.4, vh,ε, vε ∈ Cp+n+1(Y,X ) and

(30) |vh,ε − vε|n+m ≤ K(ε)hp−m, m = 0, 1, 2, . . . , p.

Proof. Part A. Setting D = eAh, E = eBh, X × Y = Z, (x, y) = z,

(s(x, y), t(x, y)) = r(h, z; ε), L = 1, j = p+ n, one checks easily that, for all

ε ∈ (0, ε0], h ∈ (0, h(ε)], the conditions of Proposition 3.5 are all satisfied. In

fact, by Proposition 2.2, the spectral gap condition (p+ n+ 1)β < α implies that

|D−1| · |E|i = |e−Ah| · |eBh|i < (1− hα)(1 + hβ)i < 1− h(α− iβ) + h2K for some

constant K, i = 0, 1, 2, . . . , p+ n+ 1. Using Proposition 1.2, it follows immedi-

ately that (26) is satisfied and there is a constant κ > 0 such that bi < 1− 2κh

for all i = 0, 1, 2, . . . , p+ n+ 1. The conclusion is that vε ∈ V
p+n
c(p+n). In virtue of

Remark 3.6, vε ∈ Cp+n+1(Y,X ).

Part B. Actually, Proposition 3.5 yields that, for all ε ∈ (0, ε0], h ∈ (0, h(ε)]

and with respect to the norm ||| · |||i, Gr(h,·;ε) is a contraction on Vic(i) with con-

stant 1− κh, i = 0, 1, 2, . . . , p+ n. The same is true for Gψ(h,·,ε). In particular,

vh,ε ∈ V
p+n
c(p+n) ∩C

p+n+1(Y,X ).

For each ε ∈ (0, ε0], i = 0, 1, . . . , p+ n− 1, it is absolutely essential that ||| · |||i
does not depend on h.

First we prove that {c(i)}n+p−1
0 is independent of h. Recall that c(0) = L = 1

and, with Ki taken from the proof of Proposition 3.5, c(i) = (1 − bi+1)
−1Ki ≤

(2κh)−1Ki, i = 1, 2, . . . , p+ n. We proceed by introduction. Since

(s(x, y), t(x, y)) = r(h, z; ε) and (s(x, y), t(x, y)) = ψ(h, z; ε) = µ(z)(ϕ(h, z; ε) −
Φ(h, z; ε)) + r(h, z; ε), Ki is a polynomial in the variables c(0), c(1), . . . , c(i− 1)

and the coefficient of each term is a nonconstant polynomial of |r′z |, . . . , |r
(i+1)
z | and

|r′z |, . . . , |r
(i+1)
z |, |ϕ′z − Φ′z |, . . . , |ϕ

(i+1)
z − Φ

(i+1)
z |, respectively, i = 1, 2, . . . , p+ n.

It is clearly enough to prove that |r(m)
z |, |ϕ(m)

z − Φ
(m)
z | are of order h, m = 1, 2, . . . ,

p+ n. First, consider |r(m)
z |. Since r

(m)
z is continuously differentiable in t, the de-

sired result follows from r(0, z; ε) = 0. Secondly, consider |ϕ(m)
z − Φ

(m)
z |. The
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desired result follows from (5) and/or (6). The crucial property is that |ϕ(p+n)
z −

Φ
(p+n)
z | ≤ K2h. (The same argument shows that c(p+ n) is of order h−1. Conse-

quently, (30) is valid for m = p+ 1 as well.)

Analyzing (29), a similar argument shows that, when appropriately chosen,

{d(m)}p+n−1
0 is independent of h. In fact, recall that d(0) = 1. In virtue of (26),

it is clearly enough to prove that Km
k , the coefficient of d(k) in (29), satisfies

Km
k ≤ Ch for some constant C, m = 0, 1, . . . , p+ n− 1, k = m + 1,m + 2, . . . ,

p+n− 1. Since {c(i)}p+n−2
0 is independent of h, Km

k is a nonconstant polynomial

in the variables |r′z |, . . . , |r
(k+1)
z |, |ϕ′z − Φ′z|, . . . , |ϕ

(k+1)
z − Φ

(k+1)
z |, k = 1, 2, . . . ,

p+n−1, m = 0, 1, . . . , k − 1. As before, the desired result follows from (5) and/or

(6). (The same argument shows that d(p+ n) is of order h−1.) Thus, for i =

0, 1, 2, . . . , p+n− 1, we have shown that ||| · |||i can be chosen independently of h.

Now we claim that, for all v ∈ Vn+m
c(n+m),

|||Gr(h,·,;ε)(v)−Gψ(h,·;ε)(v)|||n+m ≤ K(ε)hp+1−m, m = 0, 1, . . . , p− 1.

In fact, argueing as above, it is easily seen that, for all v ∈ Vic(i), there holds

|(Gr(h,·;ε)(v))
(i) − (Gψ(h,·;ε)(v))

(i)| ≤ K
i∑

j=0

|r(j)z (h, z; ε)− ψ(j)
z (h, z; ε)|

= K

i∑
j=0

|(µ(z)(ϕ(h, z; ε)− Φ(h, z; ε)))(j)z |

≤ K0

i∑
j=0

|ϕ(j)
z (h, z; ε)− Φ(j)

z (h, z; ε)|

for some constants K, K0 and i = 0, 1, . . . , p+ n− 1. In virtue of (5), and/or (6)

and of the definition of the norm ||| · |||i, the claim follows immediately.

Part C. Now we are in a position to prove (30). We distinguish two cases ac-

cording asm = p orm 6= p. Ifm = p, (30) follows directly from vε, vh,ε ∈ V
p+n−1
c(p+n−1)

∩ Cp+n and from the fact that c(p+ n− 1) does not depend on h. In the other

case, a simple application of the parametrized contraction mapping principle yields

that

|||vh,ε − vε|||n+m ≤ K(ε)hp−m, m = 0, 1, 2, . . . , p− 1.

By the equivalence of the norms ||| · |||n+m and | · |n+m on Vn+m
c(n+m), m = 0, 1, 2, . . . ,

p− 1, — nothing depends on h —, we are done. �

Our last result deals with the link between center manifolds and discretizations.
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Corollary 3.8. As before, consider (7) and (8) but assume that Z = X×Z0×Y
where Z0 is also a Banach space, C = diag (A,C0, B), C0 ∈ L(Z0,Z0) and there

are real constants δ < γ ≤ 0 ≤ β < α such that

sup{Reλ | λ ∈ σ(B)} < δ < γ < inf{Reλ | λ ∈ σ(C0)}

≤ sup{Reλ | λ ∈ σ(C0)} < β < α < inf{Reλ | λ ∈ σ(A)}.

The differentiability assumptions are, as in Corollary 3.7, c, µ, ϕ ∈ Cp+n+1. We

assume also that the spectral gap conditions (p+ n+ 1)β < α and δ < (p+ n+ 1)γ

are satisfied. Finally, assume that ϕ satisfies (3) and (19). The generalized center

manifolds [21], [32] of (7) and (8) are given as graph (wε) and graph (wh,ε),

respectively. Then wε, wh,ε ∈ Cp+n+1(Z0,X × Y) and

|wh,ε − wε|n+m ≤ K(ε)hp−m, m = 0, 1, 2, . . . , p.

Proof. As in [21], [32], the generalized center manifold is defined as the inter-

section of the center-stable (the generalized stable manifold with respect to the

splitting A←→ diag (C0, B)) and of the center-unstable (with the time reversed

(recall Proposition 1.4), the generalized stable manifold with respect to the split-

ting diag (A,C0)←→ B) manifolds. Via a simple analysis of the (parametrized)

implicite function theorem, the desired result follows from a twofold application

of Corollary 3.7. �

Remark 3.9. It is natural to ask whether Corollaries 3.4 and 3.7 (the spectral

gap condition (p+ n+ 1)β < α has to be replaced by β < (p+ n+ 1)α) remain

valid for α ≤ 0. The answer is in all certainty affirmative but we did not check all

the details. The main peculiarity of the α ≤ 0 case is that, by the local uniqueness

property of strongly stable manifolds, cut-off techniques are avoidable. Thus,

instead of (7) and (8), one has to consider (9) and (2) directly and to keep control

on the domains. This does not fit into the general framework of the present paper

and, apart from the α = 0 case, got little attention in the literature. Therefore,

though the underlying abstract existence and smoothness results are well-known

[21], [32], it would not be honest to state that ’mutatis mutandis, the α ≤ 0 case

could also be settled’. Complete proofs, with all technical details fully elaborated,

would require an extra amount of computation.
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