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SIMULATION OF ANISOTROPIC MOTION BY

MEAN CURVATURE ––– COMPARISON OF PHASE

FIELD AND SHARP INTERFACE APPROACHES

M. BENEŠ and K. MIKULA

Abstract. Motion by mean curvature is a problem arising in multi-phase thermo-

mechanics and pattern formation. The article presents a numerical comparison of
two approaches to the dynamics of closed curves, namely sharp-interface description
leading to a degenerate-diffusion equation of slow and fast diffusion types related to
anisotropic curve shortening flow, and a diffusive-interface description in the form
of a recently improved version of the phase-field model. Numerical scheme used for
simulation of (isotropic) phase field equation is analyzed with regards on the con-
vergence, and simultaneously existence, uniqueness and asymptotical behaviour if
the diffusive interface becomes sharp. The presented computational results indicate
a consistent relation of both approaches and demonstrate the behaviour of both
models in different situations of curve dynamics.

1. Introduction

The paper summarizes results of an intercomparing study in numerical simula-

tion of closed-curve motion in the plane. The equation governing the anisotropic

curve dynamics is assumed in the following form

(1) α(θ)vΓ = g(θ)κ− F,

where vΓ ≡ vΓ(x, t) is the normal velocity and κ(x, t) the mean curvature at a

point x of a curve Γ(t) at a time t. As the equation (1) arises in the description of

phase transitions, the following convention is natural. Let solid occupies a subset

Ωs(t) ⊂ R2, and liquid occupies a subset Ωl(t) ⊂ R2 at the time t. The phase

interface is then a set Γ(t) = ∂Ωs(t)∩∂Ωl(t) assumed to be a curve. If nΓ denotes

the outer normal to Ωs, then κ = div nΓ, and vΓ = −~vΓ · nΓ. The variable θ

denotes the angle between nΓ and x1-axis. The range of θ is J ∈ R. The strictly

positive functions α, g, F are given by the constitutive description of interface. The

term F ≡ const represents a driving force proportional to the difference in one of

thermodynamical potentials for both phases. In the case when g = 1, α = const.,
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the motion is called isotropic. The curve evolution governed by equation (1) with

F ≡ 0 is also called the curve shortening flow.

The curve evolution equation (1) arises in the study of first-order phase tran-

sitions on a microscopic level. Here, the pattern formation is governed by the

heat exchange or particle diffusion processes and is a consequence of the inter-

play between undercooling and capillary effects. The sharp-interface description

is covered by the Stefan problem with surface tension ([8], [2])

ρc
∂u

∂t
= λ∇2u in Ωs and Ωl,(2)

u |∂Ω = uΩ,(3)

u |t=0 = u0,(4)

λ
∂u

∂n

∣∣∣∣
s

−λ
∂u

∂n

∣∣∣∣
l

= −LvΓ,(5)

∆s

σ
(u− u∗) = −g(θ)κ+ α(θ)vΓ,(6)

Ωs(t) |t=0 = Ωso.(7)

where ρ, c, λ are material characteristics, (assumed to be strictly positive con-

stants), L is latent heat per unit volume, u∗ is melting point, u temperature field.

Discontinuity of heat flux on Γ(t) is described by the Stefan condition (5) and

the formula (6) is the Gibbs-Thompson relation on Γ(t), where σ = const. is the

surface tension between the two phases (surface free energy). It follows from (6),

that α is the coefficient of attachment kinetics, and the dimensionless function g

describes anisotropy of the interface (e.g., it has the form

g(θ) = 1− ζ cos(m(θ − θ0)),

where ζ ∈ 〈0, 1) is strength of the m-fold anisotropy, and θ0 is the principal

direction — crystallographic orientation). The Dirichlet boundary conditions (3)

are considered as an example. The conditions (4) and (7) are the initial conditions

for temperature, and spatial distribution of the solid and liquid phase.

The formulation of this problem implies that the phase interface is not expressed

explicitly and cannot be traced during the transition process. In the modeling

of microstructure effects, the phase interface is the object of principal interest,

though. Complexity of the phase interface often occurring in the microstructure

evolution lead to the investigation of level-set approaches to the problem. One of

them is the phase-field model presented in [2]

ρc
∂u

∂t
= λ∇2u+ L

∂p

∂t
,

α(θ)ξ2
∂p

∂t
= g(θ)[ξ2∇2p+ ap(1− p)(p− 0.5)] + b

∆s

σ
(u∗ − u)ξ2|∇p|E ,

(8)
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with initial conditions

u |t=0= u0 , p |t=0= p0,

and with boundary conditions of Dirichlet type

u |∂Ω= uΩ , p |∂Ω= pΩ,

where a, b are positive model constants. The model is destinated to the simulation

of microstructure growth in solidification. Figures 1 and 2 present examples of such

simulation.

Figure 1. Anisotropic 4-fold dendritic growth with additional homogeneous nu-

cleation, L = 2.0, β = 900, ζ = 0.2, ξ = 0.01, α = 3, a = 4.0, b = 1, L1 = L2 = 2.0,

mesh N1 = N2 = 200.

The phase equation in (8) contains a modified coupling term bβ(u∗−u)ξ2|∇p|E ,

β = ∆s
σ , proposed as a consequence of the level-set reformulation of the condition

(6) using the definition of the boundary Γ as a manifold given by a mapping

Φ: Rn → R:

Γ(t) = {x ∈ Ω | Φ(x, t) = 0}.

According to the convention,

Ωs = {Φ(x) > 0}.

The mapping Φ depends on time. Then Γ also depends on time. If Φ is smooth

enough and ∇Φ is non-zero along Γ, it can be used to express the outer normal

and normal interface velocity

nΓ = −
∇Φ

|∇Φ|E
, vΓ = −

∂Φ
∂t

|∇Φ|E
.
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Figure 2. Large-scale growth of the 6-fold anisotropic structure. Parameters are

ξ = 0.01, u(0) = 0.0, L = 2.0, β = 900, a = 4.0, b = 1, D0 = ρc/λ = 1, α = 3,

ζ = 0.8 L1 = L2 = 4.0, mesh N1 = N2 = 200.

Similarly, mean curvature is expressed as

κ = ∇ · nΓ = −∇ ·

(
∇Φ

|∇Φ|E

) ∣∣∣∣
Γ

.

Substituting the previous expressions into (6), and assuming validity of the pre-

vious equation on whole Ω (increasing dimension of the problem), the level-set

formulation of the Gibbs-Thompson equation is obtained:

(9) α
∂Φ

∂t
= g|∇Φ|E∇ ·

(
∇Φ

|∇Φ|E

)
+

∆s

σ
|∇Φ|E(u∗ − u).

The origin of the new coupling term in (8) (including the absolute value of the

gradient of the phase function p), can be seen from (9). In spite of the phase

field models presented earlier, in the theoretical part of this paper we present the

analysis of the phase equation including this forcing “gradient” term in the case

when β(u∗ − u), α, g are constant (isotropic case).

The results of simulation by the phase equation (in spite of theoretical part of

the paper, for simulations we use anisotropic form of equation (8)) are compared

to the results obtained by another method solving the sharp-interface problem (1).

Angenent and Gurtin in [1], using the ideas of Gage and Hamilton ([7]), show that

the anisotropic motion of the closed and strictly convex interface governed by (1)

is equivalent to the following initial-boundary value problem for special PDE.

Let the initial convex curve Γ0 be parametrized by θ, κ0(θ) be its curvature and

J = [0, 2π]. Assume that the function κ(θ, t) for all t ∈ [0, T ), θ ∈ R satisfies the
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anisotropic curve shortening equation, i.e.

(10) ∂tκ = κ2

(
gκ− F

α

)
θθ

+ κ2

(
gκ− F

α

)
,

the periodicity and initial conditions

κ(θ, t) = κ(θ + 2π, t),(11)

κ(θ, 0) = κ0(θ).(12)

Then, the flow Γ(θ, t) of the curves that solves the problem (1) with the initial

curve Γ0 is given uniquely up to translation by the formula

(13) Γ(θ0, t) = Γ(0, t)−

∫ θ0

0

eiθ

κ(θ, t)
dθ.

In [15], the computational methods for solving the problem (10)–(12) were sug-

gested as well as the convergence and error estimates of approximations are proved.

Solving (10)–(12), the curvature function κ of evolving curve is obtained numeri-

caly. Then, the real flow of the curve is reconstructed using the formula (13).

The paper is organized as follows. Section 2 presents a numerical approxima-

tion of phase field equation based on finite difference space discretization. The

convergence of such scheme and relation to the sharp-interface problem are stud-

iedin that Section, too. In Section 3, ideas of numerical solution of the anisotropic

curve shortening equation (1) are discussed. In Section 4, numerical simulation by

the phase equation are compared to the analytical solution if it is known, and to

the numerical solution of curve-shortening equation in other cases.

2. Approximation Scheme for the Phase-Field Model

This section deals with the isotropic phase-field model of mean-curvature flow

in a rectangular domain Ω = (0, L1)×(0, L2) ⊂ R2. The analysis of the anisotropic

model presented above still remains open despite of being used for simulation. We

consider the initial-boundary value problem

αξ2
∂p

∂t
= g[ξ2∇2p+ ap(1− p)(p− 0.5)] + bξ2F |∇p|E in (0, T )× Ω,(14)

p |∂Ω = pΩ on (0, T )× ∂Ω,(15)

p(0, x) = p0(x) in Ω̄,

where ξ > 0 is a small parameter related to the thickness of the interface layer,

α, g, a, b > 0, F ∈ R, | · |E denotes the Euclidean norm in R2. The previous

equation is a level-set regularization of the mean-curvature equation

(16) αvΓ = gκ− F,
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for the dynamics of closed curves in R2 in the sense of [3], [4] as presented in [9].

The motion by mean curvature has been studied in [5], in general. Its relation to

phase transitions is analysed in [6].

Remark. For the sake of simplicity, we consider homogeneous boundary con-

dition. The analysis continues by weak reformulation of the problem following

standard procedures. Let p is a classical solution such that p ∈ C2(〈0, T 〉 × Ω̄),

and let q ∈ D(Ω). Here D(Ω) means the set of test functions on Ω, D′ the set of

corresponding distributions [12]. Multiplying (14) by q (scalar product in L2(Ω)),

denoting

(17) f0(p) = ap(1− p)(p− 0.5), (p, q) =

∫
Ω

p(x)q(x) dx, ‖p‖ =
√

(p, p),

and using the Green formula, we get the following definition

Definition 2.1. Weak solution of the boundary-value problem for the phase

equation is a function p ∈ L1(0, T ; H1
0(Ω)) such that

(∀q ∈ D(Ω))
(
αξ2

d

dt
(p, q) + gξ2(∇p,∇q)(18)

= g(f0(p), q) + bξ2(F |∇p|E , q), a.e. in (0, T )
)
,

and

p(0) = p0.

The previous definition has a proper sense, as follows from [2]. The analysis of

the phase equation concerning the existence and uniqueness of the weak solution

is being performed using a semi-discrete scheme based on finite differences. The

following notations are introduced:

h = (h1, h2) , h1 =
L1

N1
, h2 =

L2

N2
, xij = [x1

ij , x
2
ij ], uij = u(xij),(19)

ωh =
{
[ih1, jh2] | i = 1, . . . , N1 − 1; j = 1, . . . , N2 − 1

}
,(20)

ω̄h =
{
[ih1, jh2] | i = 0, . . . , N1; j = 0, . . . , N2

}
,(21)

ux̄1,ij =
uij − ui−1,j

h1
, ux1,ij =

ui+1,j − uij
h1

,(22)

ux̄2,ij =
uij − ui,j−1

h2
, ux2,ij =

ui,j+1 − uij
h2

,(23)

ux̄1x1,ij =
1

h2
1

(ui+1,j − 2uij + ui−1,j) ,(24)

and

(25) ∇̄hu = [ux̄1 , ux̄2 ], ∇hu = [ux1 , ux2], ∆hu = ux̄1x1 + ux̄2x2 ,



SIMULATION OF ANISOTROPIC MOTION 23

as mappings from ωh to R2 or R, respectively. The semi-discrete scheme has the

form of:

αξ2ṗh = gξ2∆hp
h + gf0(p

h) + bξ2|∇̄hp
h|EF on ωh,

ph(0) = Php0 .
(26)

where its solution is a map ph : ω̄h → R. Using the discrete analogy to Sobolev

inequalities, necessary a priori estimates are derived. They serve for the proof

of convergence of the scheme to the weak solution showing at the same time its

existence and uniqueness as follows from the main theorem:

Theorem 2.1. Consider the problem (18). If p0 ∈ H2(Ω) ∩ H1
0(Ω) then the

solutions of the semi-discrete scheme (26) converge in L2((0, T )×Ω) to the unique

solution p of (18) for which

p ∈ L2(0, T ; H2(Ω) ∩H1
0(Ω)), ṗ ∈ L2(0, T ; L2(Ω)).

The derived a priori estimates are used to show convergence of obtained solu-

tions of the phase equation to a step-wise constant function, if ξ → 0+. More

precisely:

Theorem 2.2. Let pξ is the solution of the problem (18) with the initial data

satisfying Eξ[pξ](0) < M0 independently on ξ, where

(27) Eξ[p] =

∫
Ω

[
gξ

1

2
|∇p|2E +

1

ξ
gw0(p)

]
dx,

Let ∫
Ω

|pξ(0,x)− v0(x)| dx→ 0,

as ξ → 0, for a function v0 ∈ L1(Ω). Then for any sequence ξn tending to 0 there

is a subsequence ξn′ such that

lim
ξn′→0

pξn′ (t,x) = v(t,x),

is defined a.e. in (0, T )× Ω. The function v reaches values 0 and 1, and satisfies∫
Ω

|v(t1,x)− v(t2,x) |dx ≤ C|t2 − t1|
1
2 ,

where C > 0 is a constant, and

sup
t∈<0,T>

∫
Ω

|∇v|E dx ≤ C1,

in the sense of BV (Ω), where C1 > 0 is a constant. The initial condition is

lim
t→0+

v(t,x) = v0(x)

a.e.

In the following sections, necessary tools for proving the previous statements

are presented.
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2.1 Functions on a Grid

In this section, the properties and relations of grid functions are investigated.

If Hh = {f | f : ω̄h → R} is a set of grid functions, the following notations will be

used (f, g ∈ Hh):

‖f‖ph =

N1−1,N2−1∑
i,j=1

h1h2|fij|
p

 1
p

for p > 1,(28)

(f, g)h =

N1−1,N2−1∑
i,j=1

h1h2fijgij , ‖f‖
2
h = (f, f)h ,(29)

(f1, g1c =

N1,N2−1∑
i=1,j=1

h1h2f
1
ijg

1
ij , ‖f

1c|2 = (f1, f1c,(30)

(f2, g2e =

N1−1,N2∑
i=1,j=1

h1h2f
2
ijg

2
ij , ‖f

2e|2 = (f2, f2e,(31)

(f ,g] = (f1, g1c+ (f2, g2e, ‖f ]|2 = (f , f ],(32)

where f = [f1, f2] and g = [g1, g2].

Referring to [2] we recall the following formulas

• Green formulas

(33) (f, gx̄1x1)h = −(fx̄1 , gx̄1c+

N2−1∑
j=1

(fgx̄1 |N1,j −fgx1 |0,j)h2,

and

(34) (f, gx̄2x2)h = −(fx̄2 , gx̄2e+
N1−1∑
i=1

(fgx̄2 |i,N2 −fgx2 |i,0)h1,

In a natural way, we define the space

(35) lp(ωh) = {Hh | ‖ · ‖ph}.

• Poincaré inequality. Let u ∈ l2(ωh) and u |γh= 0. Then

(36) ‖u‖2h ≤ C(Ω)[ ‖ux̄1c|
2 + ‖ux̄2e|

2 ].

We continue by introducing an extension of grid functions, so that they are

defined almost everywhere on Ω. Such extensions are studied by the usual tech-

nique of Lp and Hk spaces. The approach of [17] is adopted for the equations

in question. The limiting process requires the refinement of the FDM grid ω̄h, if

h→ 0. For this purpose, a proper metric should be chosen. If we intent to use the

compactness technique, a mapping converting a grid function fh : ω̄h → R into a

function f : Ω → R is needed. Then, the norm of Lp space will serve as a metric

for convergence of the numerical scheme.
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Definition 2.2. Be ω̄h an uniform rectangular grid imposed on a domain

Ω ⊂ R2. Let h = [h1, h2] is the mesh size. Then, the dual grid is a set

ω̄∗h =

{
Σij ⊂ Ω̄

∣∣∣ Σij =

(
x1
i −

h1

2
, x1
i +

h1

2

)
×

(
x2
j −

h2

2
, x2
j +

h2

2

)
∩ Ω̄ for [x1

i , x
2
j ] ∈ ω̄h

}
.

The dual simplicial grid is a set

(37) ω̄∗sh = ω̄∗/h ∪ ω̄
∗.
h ,

with

ω̄∗/h =
{
Σ/ij ⊂ Ω̄ | Σ/ij = [xi,j , xi−1,j , xi,j−1]κ ∩ Ω̄ for [x1

i , x
2
j ] ∈ ω̄h

}
,

ω̄∗.h =
{
Σ.ij ⊂ Ω̄ | Σ.ij = [xi−1,j−1, xi−1,j , xi,j−1]κ ∩ Ω̄ for [x1

i , x
2
j ] ∈ ω̄h

}
,

where [z1, z2, z3]κ = {x ∈ R2 | x =
∑3
j=1 γjzj ∧

∑3
j=1 γj = 1 ∧ γ1,2,3 ≥ 0} is the

convex hull of the set {z1, z2, z3}.

Remark. Consequently,
⋃

Σ∈ω̄∗h
Σ = Ω̄ - the system ω̄∗h covers the domain Ω.

Each (rectangular) set Σ ∈ ω̄∗h has the point [x1
i , x

2
j ] in its center. Similarly, the

system ω̄∗sh also covers Ω̄.

Definition 2.3. Let Hh is a set of grid functions on ω̄h. Define the following

mappings:

• Qh : Hh → C(Ω̄) such that for each u ∈ Hh

(Qhu)(x
1, x2) = ui−1,j−1 +∇huh,i−1,j−1 · [x

1 − x1
i−1,j−1, x

2 − x2
i−1,j−1],

if [x1, x2] ∈ Σ.ij , Σ.ij ∈ ω̄
∗.
h ;

(Qhu)(x
1, x2) = uij + ∇̄huij · [x

1 − x1
ij , x

2 − x2
ij ],

if [x1, x2] ∈ Σ/ij , Σ/ij ∈ ω̄
∗/
h .

• Sh : Hh → L1(Ω) such that for each u ∈ Hh

(Shu)(x
1, x2) = uij,

if [x1, x2] ∈ Σij , Σij ∈ ω̄∗h;
• Ph : C(Ω̄)→Hh such that for each u ∈ C(Ω̄)

(Phu)ij = u(xij),

if xij ∈ ω̄h.
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Remark. The operator Ph is linear and continuous from C(Ω̄) to Hh, and can

be extended to H1(Ω) via density argument. Qhu is a continuous piecewise linear

function, ∇(Qhu) exists a.e. in Ω. We proceed by determining basic properties of

the above defined maps as implied by [2]

1. If u, v |γh= 0, the scalar product coincides with the scalar product in l2(ωh)

(38)

∫
Ω

ShuShv dx = (u, v)h.

2. Let ωh be a grid on the domain Ω with the mesh h, let u, v ∈ Hh is such that

u, v |γh= 0. Then

(39) (∇(Qhu),∇(Qhv)) = (∇̄hu, ∇̄hv].

3. Let ωh be a grid on the domain Ω with the mesh h, let u ∈ Hh. Then

(40) ‖Qhu‖L2(Ω) ≤ ‖Shu‖L2(Ω).

4. Let ωh be a grid on the domain Ω with the mesh h, let u ∈ Hh, u |γh= 0.

Then

(41)

∫
Ω

|Qhu− Shu|
2 dx ≤

|h|2

6
‖∇̄hu]|

2,

if u |γh= 0.

5. Let ωh be a grid on the domain Ω with the mesh h, let u ∈ Hh, u |γh= 0.

Then there is a constant C5 > 0 such that

(42)

∫
Ω

|∇Qhu− Sh∇hu|
2 dx ≤ C5|h|

2‖∆hu‖
2
h,

6. Let p ∈ C0,ν(Ω), ν ∈ (0, 1). Then,

(43) Sh(Php)→ p in Ls(Ω), if h→ 0,

for s > 1.

7. Let u ∈ H1
0(Ω) ∩H2(Ω). Then

(44) Qh(Phu)→ u

in H1(Ω), if h→ 0.

8. Let p ∈ C2(Ω) and p |∂Ω= 0. Then

(45) ∇(Qh(Php))→∇p,

in L2(Ω), if h→ 0.
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2.2 Proof of the Main Theorem

Proof of Theorem 2.1. Consider the semi-discrete scheme (26). The theory

of ordinary differential equations implies existence and uniqueness of the maximal

solution ph of (26) on a time interval 〈0, Th), if ω̄h remains fixed. We will derive an

a-priori estimate allowing to show independence of Th on h as well as convergence

of ph if h→ 0.

Multiplying (26) by ṗh and summing over ωh, the following equality takes place:

(46) αξ2 ‖ ṗh ‖2h= gξ2(∆hp
h, ṗh)h + g(f0(p

h), ṗh)h + bξ2(F |∇̄hp
h|E , ṗ

h)h.

Taking into account that

f0(p
h)ṗh = −

d

dt
w0(p

h), where w0(s) =
a

64
[1− (1− 2s)2]2,

The previous relation takes the form of

(47) αξ2 ‖ ṗh ‖2h +gξ2
(
∇̄hp

h, ∇̄hṗ
h
]

= −g
d

dt
(w0(p

h), 1)h + bξ2(F |∇̄hp
h|E , ṗ

h)h.

The Schwarz inequality allows to obtain (ε > 0)

αξ2 ‖ ṗh ‖2h +gξ2
1

2

d

dt
‖ ∇̄hp

h]|2(48)

≤ −g
d

dt
(w0(p

h), 1)h + ε
b2|F |2

2α
ξ2 ‖ ∇̄hp

h]|2 +
1

2ε
αξ2 ‖ ṗh ‖2h .

If setting ε = 0.5, we get{
gξ2

1

2
‖ ∇̄hp

h]|2 + g(w0(p
h), 1)h

}
(t)(49)

≤
{
gξ2

1

2
‖ ∇̄hp

h]|2 + g(w0(p
h), 1)h

}
(0) exp

(b2|F |2
2αg

t
)
,

and integrating the previous estimate over (0, T ), we have∫ T

0

{
gξ2

1

2
‖ ∇̄hp

h]|2 + g(w0(p
h), 1)h

}
(t) dt(50)

≤
{
gξ2

1

2
‖ ∇̄hp

h]|2 + g(w0(p
h), 1)h

}
(0)

2αg

b2|F |2

{
exp
(b2|F |2

2αg

)
T − 1

}
,

which means that (according to (44) applied to the initial condition),

∇̄hp
h ∈ L∞(0, T ; l2(ωh)), ∇̄hp

h ∈ L2(0, T ; l2(ωh)),

ph ∈ L∞(0, T ; l4(ωh)), ph ∈ L4(0, T ; l4(ωh)),

are bounded independently on h.
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Setting ε = 1, we get

(51)
1

2
αξ2 ‖ ṗh ‖2h +gξ2

1

2

d

dt
‖ ∇̄hp

h]|2 + g
d

dt
(w0(p

h), 1)h ≤
b2|F |2

2α
ξ2 ‖ ∇̄hp

h]|2.

Integrating over (0, T ),

1

2
αξ2

∫ T

0

‖ ṗh ‖2h dt+
{
gξ2

1

2
‖ ∇̄hp

h]|2 + g(w0(p
h), 1)h

}
(T )

≤
{
gξ2

1

2
‖ ∇̄hp

h]|2 + g(w0(p
h), 1)h

}
(0) +

b2|F |2

2α
ξ2
∫ T

0

‖ ∇̄hp
h]|2 dt.

Again, (44) together with the assumption p0 ∈ H1
0(Ω) ∩ H2(Ω) imply that ṗh ∈

L2(0, T ; l2(ωh)) is uniformly bounded with respect to h (see (45)). The time in-

terval is therefore independent on h.

Introduce the extension operators Sh and Qh. Let hn is a sequence of mesh

sizes converging towards 0. It produces a sequence phn of semi-discrete solutions

to (26) which are defined on 〈0, T 〉. Then, ∇̄hnPhnp0
n→∞
→ ∇p0 in L2(Ω) by (44),

and ShnPhnp0
n→∞
→ p0 in L4(Ω) by the (43). Following (38), (39), and (40), we

find that after a multi-step selection, there is a subsequence n′ for which

• {Shn′p
hn′}∞n′=1 converges weakly in L2(0, T ; H1

0(Ω));

• {Shn′ ṗ
hn′}∞n′=1 converges weakly in L2(0, T ; L2(Ω));

• {Qhn′p
hn′}∞n′=1 converges weakly in L2(0, T ; H1

0(Ω));

• {Qhn′ ṗ
hn′}∞n′=1 converges weakly in L2(0, T ; L2(Ω));

We replace the notation n′ back by n. The non-linear terms in the equation (26)

require stronger convergence result. Using the lemma on the compact imbedding,

we conclude that Qhnp
hn converges strongly in L2(0, T ; L2(Ω)). Relation (41)

implies the same result for Shnp
hn . Denote their common limit as p and the weak

limit of Shn ṗ
hn in L2(0, T ; L2(Ω)) as q1. The estimates

‖Sh(|∇hp
h|)‖ ≤ ‖∇hp

h]| = ‖∇(Qhp
h)‖,

and

‖f0(Shp
h)‖L4/3(Ω)(52)

≤ a
[1
2
‖Shp

h‖L4/3(Ω) +
3

2
‖(Shp

h)2‖L4/3(Ω) + ‖(Shp
h)3‖L4/3(Ω)

]
= a
[1
2
‖Shp

h‖L4/3(Ω) +
3

2
‖Shp

h‖2L8/3(Ω) + ‖Shp
h‖3L4(Ω)

]
,

justify the existence of weak limit of f0(Shnphn) in L2(0, T ; L4/3(Ω)) denoted by

q2 (dual space), and of Shn(|∇hnphn |E) in L2(0, T ; L2(Ω)) denoted by q3. These
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limits exist as a consequence of the a priori estimate and of (41), (40). We prove

that q1 = ṗ, q2 = f0(p), and q3 = |∇p|E . First relation is implied by the uniquenes

of the limit in D′(0, T ), as∫ T

0

(Shn ṗ
hn −Qhn ṗ

hn , q)ψ(t) dt = −

∫ T

0

(Shnp
hn −Qhnp

hn , q)ψ̇(t) dt,

where q ∈ D(Ω), ψ ∈ D(0, T ). The remaining equalities are proven in the following

lemmas.

Lemma 2.1. If p denotes the weak limit of Shnp
hn in L2(0, T ; L2(Ω)), then

f0(Shnp
hn)→ f0(p) weakly in L 4

3
(0, T ; L4

3
(Ω)).

Proof. According to the compact imbedding, we have that Shnp
hn converges

strongly in L2(0, T ; L2(Ω)) and it can be considered to converge a.e. in this space

(see [12]). Furthermore, we observe that as Shnp
hn was bounded in

L∞(0, T ; L4(Ω)) (see (52), f0(Shnp
hn) is bounded in L∞(0, T ; L4

3
(Ω)). These two

facts together with the Aubin lemma [2] give the final result. �
Before proceeding in the proof, we show more about regularity of p.

Lemma 2.2. Under the assumptions of the theorem, the function p belongs to

H1
0(Ω) ∩H2(Ω).

Proof. Multiply (26) by a function Phnq, where q ∈ D(Ω).

αξ2(ṗhn ,Phnq)h + gξ2(∇̄hnp
hn , ∇̄hnPhnq](53)

= g(f0(p
hn),Phnq)h + bξ2(F |∇̄hnp

hn |E ,Phnq)h.

In terms of L2(Ω), this means that

αξ2(Shn ṗ
hn ,Shn(Phnq)) + gξ2(∇(Qhnp

hn),∇Qhn(Phnq))(54)

= g(f0(Shnp
hn),Shn(Phnq)) + bξ2(FShn |∇̄hnp

hn |E ,Shn(Phnq)).

According to (45), we realize that Qhn(Phnq)
n→∞
→ q in H1

0(Ω), and

Shn(Phnq)
n→∞
→ q in L2(Ω) (see (43)). We can pass to the limit in the sense

of D′(0, T ) obtaining

(55) αξ2(ṗ, q) + gξ2(∇p,∇q) = g(q2, q) + bξ2(Fq3, q).

Consequently, the function p is continuous from 〈0, T 〉 into L2(Ω). We rewrite the

previous equality in the sense of D′(Ω),

(56) αξ2ṗ = gξ2∆p+ gq2 + bξ2Fq3.

Note that q2 = f0(p) and p ∈ L∞(0, T,Ls(Ω)) for any s > 1. Consequently,

q2 ∈ L2(0, T,L2(Ω)). As ṗ, q2, q3 belong to L2(Ω), this means that ∆p ∈ L2(Ω)

for each t ∈ (0, T ). After several simple implications, we find that p must be in

the domain of ∆ – see [2]:

p(t) ∈ D(∆) = H2(Ω) ∩H1
0(Ω) for t ∈ (0, T ). �

Next statement investigates the convergence of the norm of gradient.
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Lemma 2.3. The sequence∇Qhnp
hn converges strongly to ∇p in L2((0, T )×Ω)

and Shn |∇̄hnp
hn |E converges weakly to |∇p|E in L2((0, T )× Ω).

Proof. Following the technique of [15], the statement of the lemma is shown.

Multiply the equation (26) by phn −Phnp and sum over ωh.

αξ2(ṗhn , phn −Phnp)h + gξ2(∇̄hnp
hn , ∇̄hn(phn −Phnp)](57)

= g(f0(p
hn), phn −Phnp)h + bξ2(F |∇̄hnp

hn |E , p
hn −Phnp)h.

Rewrite this equality in terms of L2(Ω), and integrate over (0, T ).

αξ2
∫ T

0

(Shn ṗ
hn ,Shn(p

hn −Phnp)) dt

+ gξ2
∫ T

0

(∇(Qhnp
hn),∇Qhn(phn −Phnp)) dt

= g

∫ T

0

(f0(Shnp
hn),Shn(phn −Phnp)) dt

+ bξ2
∫ T

0

(FShn |∇̄hnp
hn |E ,Shn(phn −Phnp)) dt.

As we have shown that p ∈ L2(0, T ; H2(Ω)) satisfies (55), it means that p(t) ∈
C0,1(Ω), t ∈ (0, T ), and consequently, Shn(Phnp)→ p, and ∇Qhn(Phnp)→ ∇p in

L2(0, T ; L2(Ω)) (see (43), (44)). Therefore, by triangular inequaltity, Shn(phn −
Phnp)→ 0, and ∇Qhn(phn −Phnp)→ 0 in L2(0, T ; L2(Ω)). We add and subtract

a term

gξ2
∫ T

0

(∇(Qhn(Phnp)),∇Qhn(phn −Phnp)) dt

to the equality (57) knowing that it tends to 0 as

∇Qhn(phn −Phnp)→ 0,

weakly in L2(0, T ; L2(Ω)), if n→∞. Then, we have

gξ2
∫ T

0

(∇(Qhnp
hn −Phnp),∇Qhn(p

hn −Phnp)) dt

= −αξ2
∫ T

0

(Shn ṗ
hn ,Shn(phn −Phnp)) dt

+ g

∫ T

0

(f0(Shnp
hn),Shn(phn −Phnp)) dt

+ bξ2
∫ T

0

(FShn |∇̄hnp
hn |E ,Shn(phn −Phnp)) dt

+ gξ2
∫ T

0

(∇(Qhn(Phnp)),∇Qhn(phn −Phnp)) dt.
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As all terms in the right hand side tend to 0 if n→∞, we see that ∇(Qhn(phn −
Phnp))→ 0 in L2(0, T ; L2(Ω)), which together with (42) and (45) gives the desired

result. The previous lemma together with the Lebesgue-dominated convergence

theorem, and the technique of the Lemma 2.1 gives, that

Shn |∇hnp
hn |E ⇀ |∇p|E ,

in L2(0, T ; L2(Ω)). �

Passage to the limit. Take the equation (26) into the consideration, multiply

it by a test function Phnw, where w ∈ D(Ω). Integrate it over ωh. Then, we have,

in terms of L2(Ω),

αξ2(Shn ṗ
hn ,ShnPhnw) + gξ2(∇Qhnp

hn ,∇QhnPhnw)(58)

= g(f0(Shnp
hn),ShnPhnw) + bξ2(FShn |∇̄hnp

hn |E ,ShnPhnw).

Knowing that

1. Shn ṗ
hn converges weakly in L2(0, T ; L2(Ω)) to ṗ;

2. ∇Qhnp
hn converges strongly in L2(0, T ; L2(Ω)) to ∇p;

3. Shn |∇̄hnp
hn |E converges weakly in L2(0, T ; L2(Ω)) to |∇p|E ;

4. ShnPhnp0 converges strongly to p0 in H1
0(Ω),

multiply (58) by a scalar function ψ(t) ∈ C1 〈0, T 〉, for which ψ(T ) = 0. We inte-

grate by parts. Taking into account all previous results, the fact that Shnp
hn(0) =

ShnPhnp0, and the Lebesgue theorem, we are able to pass to the limit.

αξ2(p0, w)ψ(0)−

∫ T

0

αξ2(p, w)ψ̇ dt(59)

+

∫ T

0

ψ
[
gξ2(∇p,∇w) +−g(f0(p), w) − bξ2(F |∇p|E , w)

]
dt = 0.

If ψ ∈ D(0, T ), we have

(60) αξ2
d

dt
(p, w) + gξ2(∇p,∇w) = g(f0(p), w) + bξ2(F |∇p|E , w).

It remains to show that the weak solution satisfies the initial condition. Multiply-

ing (18) by a scalar function ψ(t) ∈ C1 〈0, T 〉, for which ψ(T ) = 0, and integrating

by parts, we obtain

αξ2(p(0), w)ψ(0) −

∫ T

0

αξ2(p, w)ψ̇ dt(61)

+

∫ T

0

ψ
[
gξ2(∇w,∇w) − g(f0(p), w) − bξ2(F |∇p|E , w)

]
dt = 0.
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Subtracting this equation from (59), we get

(p0 − p(0), w)ψ(0) = 0 ∀w ∈ D((Ω)).

From this we see that p(0) = p0 in L2(Ω).

Uniqueness. Suppose, there are two solutions to the weak problem (18) de-

noted as p, q. Subtracting corresponding weak identities and denoting w = p− q,
we have

αξ2
d

dt
(w, v) + gξ2(∇w,∇v) = g(f0(p)− f0(q), v) + bξ2(F [|∇p|E − |∇q|E ], v),

w(0) = 0.
(62)

As f0(p) = −ap3 + 3
2ap

2 − 1
2ap, we also find

f0(p)− f0(q) = wΨ(p, q),

where Ψ(p, q) = − 1
2a+ 3

2a(p+ q)− a(p2 + pq + q2).

The a-priori estimate guarantees that ‖p‖L2(Ω), ‖p‖L4(Ω), ‖q‖L2(Ω), ‖q‖L4(Ω) are

uniformly bounded in (0, T ). Due to the inequality

‖Ψ(p, q)‖L2(Ω) ≤
1

2
a|Ω|+

3

2
a
(
‖p‖L2(Ω) + ‖q‖L2(Ω)

)
(63)

+ a
(
‖p‖2L4(Ω) + ‖p‖L4(Ω)‖q‖L4(Ω) + ‖q‖2L4(Ω)

)
,

there is a constant C′ such that

|(f0(p)− f0(q), v)| ≤ C
′‖w‖L4(Ω)‖v‖L4(Ω).

The triangular inequality yields

||∇p|E − |∇q|E | ≤ |∇w|E .

Putting v = w into (62) (in the sense of the technique of the proof of existence),

we obtain

(64) αξ2
1

2

d

dt
‖w‖2 + gξ2‖∇w‖2 ≤ gC′‖w‖2L4(Ω) + bξ2|F |‖∇w]|‖w‖.

At this point, we use the fact that

(65) ‖v‖L4(Ω) ≤ 2
1
4 ‖∇v‖

1
2 ‖v‖

1
2 ∀v ∈ H1

0(Ω),
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which is valid for a domain Ω ⊂ R2. Then,

αξ2
1

2

d

dt
‖w‖2 + gξ2‖∇w‖2 ≤ (gC′

√
2 + bξ2|F |)‖∇w‖‖w‖(66)

≤ gξ2‖∇w‖2 +
1

4

(gC′
√

2 + bξ2|F |)2

gξ2
‖w‖2.

We conclude that

‖w(t)‖2 ≤ ‖w(0)‖2e
1
2

(gC′
√

2+bξ2|F |)2

αgξ4
t
.

As the initial condition was w(0) = 0, we have p(t) = q(t) for all t ∈ (0, T ). A

direct consequence of the above statement is that the entire sequence of FDM

approximate solutions converges to the weak solution. Note that the proof was

based on the key estimate (65) of the L4-norm being valid in 2D. For the 3D case,

a similar estimate is valid. �

Remark. The imbedding

H2(Ω) ⊂> C
0,λ(Ω̄) λ ∈ 〈0, 1) ,

implies that we finally have

p ∈ C(〈0, T 〉 × Ω̄).

2.3 Convergence towards the Sharp Interface Model

This section deals with the relation of the phase equation to the sharp-interface

description of the mean-curvature flow. It uses estimates derived above to show

certain compactness results leading to the existence of a step function defining the

position of the solid subdomain Ωs in time. The objective of the investigation will

be the dependence of the solution on ξ. The a priori estimate gave the result:

αξ2 ‖ ṗ ‖2 + gξ2
1

2

d

dt
‖ ∇p ‖2(67)

≤ −g
d

dt
(w0(p), 1) + ε

b2|F |2

2α
ξ2 ‖ ∇p ‖2 +

1

2ε
αξ2 ‖ ṗ ‖2,

(for each ε > 0), which bounded the expression:

Eξ[p] =

∫
Ω

[
gξ

1

2
|∇p|2E +

1

ξ
gw0(p)

]
dx,

as follows

(68) Eξ[p](t) ≤ Eξ[p](0) exp
{b2|F |2

2αg
t
}

t ∈ (0, T ).
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Additionally, there is a constant CT such that

(69)
1

2
αξ

∫ T

0

‖ ṗ ‖2 dt+Eξ[p](T ) ≤ CTEξ[p](0).

These estimates allow to use the method proposed in [3]. Define the following

monotone function

(70) G(s) =

∫ s

0

|1− (1− 2r)2| dr.

The function G allows to demonstrate asymptotic behaviour of the solution pξ, if

ξ → 0. Next lemma is valid (see [2]):

Lemma 2.4. Be pξ the solution of (18) where Eξ[pξ](0) ≤ M0 independently

on ξ. Then there are constants M > 0 and M1 > 0 such that

(71) sup

{∫
Ω

|∇G(pξ)| dx | t ∈ 〈0, T 〉

}
≤M

and, for 0 ≤ t1 < t2,

(72)

∫ t2

t1

∫
Ω

|∂tG(pξ)| dxdt ≤M1(t2 − t1)
0.5.

The previous statement leads to the existence of a step function as expected

and allows to use the proof of the Theorem 2.2 presented in [3].

Remark. In the previous analysis, we did not recover any sharp-interface re-

lation for the function v. However, this question exceeds the scope of this work.

It has been partially studied elsewhere, e.g. in [5].

3. Approximation Schemes for Anisotropic Curve Shortening Flow

This section presents numerical schemes destinated to the solution of the aniso-

tropic curve shortening equation. We briefly sketch the results from [15]. Provided

(73) b(v) = −
1

v
, A = D =

g

α
, B =

( g
α

)
x
, G = −

F

α
−
(F
α

)
xx
,

the problem (10) may be transformed into the form

∂tb(v) = (Avx)x + (Bv)x +Dv +G,

v(x, t) = v(x+ 2π, t),(74)

v(x, 0) = v0(x),
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for the unknown function v(x, t), x ∈ R and t ∈ [0, T ), corresponding to the

curvature of the evolving convex curve (by a convention, it is negative) with v0
representing smooth initial condition. Thus b(s) is smooth function, defined in

interval (−∞, 0), satisfying b′(s) > 0 and

b(s)→ 0 and b′(s)→ 0 for s→ −∞,(75)

b(s)→∞ and b′(s)→∞ for s→ 0−.(76)

So, the nonlinearity in the problem (74) is represented by the increasing function

b(s) admitting asymtotical degeneracy of two types expressed by the properties

(75)–(76). In this sense the model covers locally both slow and fast diffusions. Due

to the special form of the problem, the solution also may blow up in a finite time.

The blow up of the curvature corresponds to the shrinking of the curve.

Denote I = (0, T ), J = (0, 2π), QT = J × I. Let V = {w ∈W 1
2 (0, 2π) : w(0) =

w(2π)} and assume that v0(x) ∈ V .

Definition 3.1. The function v ∈ L2(I, V ) with ∂tbR(v) ∈ L2(I, V
∗) is called

a weak solution of (74), iff v(x, 0) = v0(x) and the identity

(77) 〈∂tb(v), ϕ〉+ (Avx, ϕx) + (Bv, ϕx)− (Dv,ϕ) = (G,ϕ),

holds for all ϕ ∈ V and for a.e. t ∈ I.

In [15] the existence and uniqueness of the weak solution of (74) is proved and

two approximation schemes for solving degenerate parabolic problems of the type

(74) have been suggested. First, the problem (74) is regularized by considering

a globally Lipschitz continuous function bR instead of b, for which Γ ≥ b′R(s) ≥
γ > 0. The regularization is choosen so that bR and b are the same for arguments

in the interval (−R,− 1
R

), where R is a (large) regularization parameter. Let

v(x, 0) ∈ L∞(J) ∩ V and

−R+ δ < v(x, 0) < −
1

R
− δ

where δ is positive real number. Then the L∞-estimates for v and bR(v) are de-

rived, where v is the solution of the regularized problem, which imply the existence

of time T1, 0 < T1 <∞, such that the inequalities

−R ≤ v(x, t) ≤ −
1

R

hold for every t ∈ (0, T1), a.e. x ∈ J (see [15, Theorem 2.2]). The functions bR
and b are the same for the arguments satisfying the previous inequality, so the

solutions of regularized and unregularized problems are the same in time interval
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(0, T1). Choosing R sufficiently large, T1 can be near to the blow-up time of the

curvature. In the sequel, we identify T1 with T and thus replace bR by b.

In [15], the following two approximation schemes for solving (74) have been

suggested and we use them also for the computations of sharp interface evolution

presented in this paper.

First approximation scheme:

Let n ∈ N, τ = T
n , ti = iτ for i = 0, . . . , n, u0 = v0(x). For every i = 1, . . . , n,

let ui ∈ V be the function such that ∀ϕ ∈ V

(78)

(
b′(ui−1)

(ui − ui−1

τ

)
, ϕ

)
+ (Auix, ϕx) + (Bui, ϕx)− (Dui, ϕ) = (G,ϕ).

From these functions we construct Rothe’s functions

u(n)(t) = ui−1 + (t− ti−1)
ui − ui−1

τ
, for ti−1 ≤ t ≤ ti, i = 1, . . . , n

u(n)(t) = ui, for ti−1 < t ≤ ti, i = 1, . . . , n, u(n)(0) = u0,

(79)

for which one can prove that

u(n) → u in C(I, L2),

where u is the unique weak solution of (74) (see [15, Theorem 2.1]).

Second approximation scheme is based on works [13] and [11] concerning

numerical solution of the slow diffusion and Stefan-like problems and mainly on

[10] describing solution of elliptic-parabolic problems. This scheme is based on

a time discretization using relaxation function by means of which the original

nonlinear problem is reduced to an iterative solution of linear elliptic problems:

Let n ∈ N, τ = T
n , ti = iτ for i = 0, . . . , n, v0 = v0(x), u0 = v0. For i = 1, . . . , n

we look for functions ui ∈ V and µi ∈ L∞(J) such that ∀ϕ ∈ V

(80) (µi(ui − vi−1), ϕ) + τ(Auix, ϕx) + τ(Bui, ϕx)− τ(Dui, ϕ) = τ(G,ϕ),

satisfying the “convergence condition”

(81) α
γ

2
≤ µi ≤

b(vi−1 + α(ui − vi−1))− b(vi−1)

ui − vi−1
,

where 0 < α < 1. If ui = vi−1 then we replace the difference quotient by αb′(vi−1).

The function vi is obtained by the algebraic correction

(82) b(vi) := b(vi−1) + µi(ui − vi−1).
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There are many possibilities to determine ui, µi satisfying (80)–(81). If we choose

αγ2 ≤ µi ≤ αγ, then (80)–(81) are satisfied. However, it is more interesting (from

numerical point of view) to choose µi very close to the difference quotient in (81).

This can be done iteratively in the following way

(µi,k−1(ui,k − vi−1), ϕ) + τ(Aui,kx, ϕx) + τ(Bui,k, ϕx)− τ(Dui,k, ϕ) = τ(G,ϕ),

µi,k =
b(vi−1 + α(ui,k − vi−1))− b(vi−1)

ui,k − vi−1
,(83)

µi,k := µi,k, for 1 ≤ k ≤ k0, µi,k := min{µi,k, µi,k−1}, for k = k0 + 1, . . .

starting with

µi,0 = b′(vi−1).

From ui, vi, obtained in each time step of (80)–(82), the Rothe functions u(n), v(n)

are constructed as in (79). Then one can prove that

(84) v(n) → u in L2(QT ), u(n) → u in L2(I, V ),

where u is a weak solution of (74) (see [15, Theorems 2.3 and 2.4]).

In practical implementations, k0 can be choosen in accordance with the shape of

b(s). In our numerical realization (for the case (1.9) of anisotropic curve shortening

flow) we have observed that µi,k ≡ µi,k are convergent and hence we have used

k0 sufficiently large. In practice, the iterations very quickly converge to functions

satisfying (80)–(81). Practical realization of “algebraic correction” in our case of

anisotropic curve shortening is simple, because the inverse function b−1(s) can

be determined explicitly. After time discretization, in each iteration, the scheme

requires to solve the linear convection-diffusion equation (with convective term

only in the presence of anisotropy). For this purpose, we use the so called “power-

law scheme” described in [16], which respects the “up-wind” principle.

In the numerical experiments documented in the Sections 4, we use the both

approximation schemes. Their results are comparable. Let us note that the sec-

ond approximation scheme is more precise near the degeneracy b′(s) =∞ (strong

anisotropy). In general, the time step τ was choosen as 0.001 and we have com-

puted the numerical solution until the numerical blow up of the solution occurs

i.e. the curvature is of the order of 106.

4. Computational Results

The Gibbs-Thompson condition (6) itself belongs to the class of equations gov-

erning motion of hyperplanes. If n = 2, we investigate motion of curves in plane

in the form of (1) (see [9], [15], [14]). If the initial curve is a circle of radius r(0),

g ≡ 1, F ≡ 0, then the radius decay is given by

(85) r(t) =
√
r(0)2 − 2t,
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and the blow-up time (when the circle shrinks to a point) is

(86) T0 =
S(0)

2π
.

Following [15], circle satisfies the condition

(87) Iso (t) =
L(t)2

4πS(t)
= 1 ,

where Iso is isoperimetric ratio (in general greater than or equal to 1, for closed

curves). In other cases, it is difficult to find an analytical solution, however, the

flow can be investigated numerically (see [15]). The corresponding phase-field

model of such mean-curvature flow has the form

α(θ)ξ2
∂p

∂t
= g(θ)

[
ξ2∇2p+ ap(1− p)(p− 0.5)

]
+ bξ2F |∇p|E ,(88)

p |∂Ω = 1,(89)

p |t=0 = 1− χB0 ,(90)

where χB0 is characteristic function of the initial shape B0 ⊂ R2. In the presented

results, the function α ≡ 1, b = 1 and the anisotropy was set up by g(θ) =

1 − ζ cos(θ) with the anisotropy strength ζ > 0 and θ being the angle between

∇p and the axis x1). We compare the solution of (74) to the solution of (88)

in order to investigate their agreement and behaviour in particular situations of

curve dynamics.
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Figure 3. Isotropic mean-curvature flow compared to phase-field model (ζ = 0.0,

F = 0.0, a = 4.0, ξ = 0.005, α = 1, L1 = L2 = 0.22, mesh N1 = N2 = 220).
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Figure 4. Anisotropic 3-fold mean-curvature flow compared to phase-field model

(ζ = 0.88889, F = 0.0, a = 4.5, ξ = 0.0025, α = 1, L1 = L2 = 0.22, mesh

N1 = N2 = 390).

Figure 5. Anisotropic 5-fold mean-curvature flow compared to phase-field model

(ζ = 0.7, F = 0.0, a = 4.0, ξ = 0.005, α = 1, L1 = L2 = 0.22, mesh N1 =

N2 = 220).
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Figure 6. Anisotropic 4-fold mean-curvature flow compared to phase-field model

(ζ = 0.7, F = 0.0, a = 4.0, ξ = 0.005, α = 1, L1 = L2 = 0.22, mesh N1 =

N2 = 220).

Figure 7. Anisotropic 3-fold mean-curvature flow compared to phase-field model

(ζ = 0.7, F = 0.0, a = 4.0, ξ = 0.0025, α = 1, L1 = L2 = 0.22, mesh N1 =

N2 = 440).
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Figure 8. Anisotropic 3-fold mean-curvature flow with force compared to phase-

field model (ζ = 0.7, F = −10.0, a = 4.0, b = 1, ξ = 0.005, α = 1, L1 = L2 = 0.5,

mesh N1 = N2 = 250).

Figure 3 shows shrinking of a circle by isotropic mean-curvature flow (compar-

ison of the phase-field and analytical solution). Figures 5 and 6 demostrate the

shortening of a circle towards a 5-fold or 4-fold anisotropic shape. Figure 7 shows

shrinking of an ellipse by the 3-fold anisotropic motion (comparison of phase-field

solution with the numerical solution of the curve-shortening equation (see [15])).

Figure 8 shows an expansion of a circle by mean-curvature flow with forcing term.

Remark. From the presented studies, it follows that for the values ξ ∼ 0.005

and less, a good agreement has been achieved (the mesh size about one half of ξ).

Regarding the conditions for the motion in a larger scale simulating the dendritic

growth, such a choice of ξ, and h was difficult to use due to the increase of

CPU time needed for the simulation. This would require an improvement of the

simulation algorithm.

5. Conclusion

The presented results of comparison between the two mentioned different ap-

proaches to the curve dynamics in the plane show the consistency of both of them.

They also serve as an information about the behaviour of the phase field model

in such very special cases and indicate the degree of approximation to the sharp

interface. The performed studies also stimulated new ideas on how the phase field

model and algorithms for the numerical solution can be improved.
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2. Beněs M., Phase-Field Model of Microstructure Growth in Solidification of Pure Substances,

PhD thesis, Faculty of Nuclear Sciences and Physical Engineering, Czech Technical Univer-
sity, 1997.

3. Bronsard L. and Kohn R., Motion by mean curvature as the singular limit of Ginzburg-Lan-
dau dynamics, J. Differential Equations 90 (1991), 211–237.

4. Caginalp G., The dynamics of a conserved phase field system: Stefan-like, Hele-Shaw, and
Cahn-Hilliard models as asymptotic limits, IMA J. Appl. Math. 44 (1990), 77–94.

5. Chen Y.-G., Giga Y. and Goto S., Uniqueness and existence of viscosity solutions of gener-
alized mean curvature flow equations, J. Diff. Geom. 33 (1991), 749–786.

6. Evans L. C., Soner H. M. and Sougadinis P. E., Phase transitions and generalized motion
by mean curvature, Comm. Pure Appl. Math. 45 (1992), 1097–1123.

7. Gage M. and Hamilton R. S., The heat equation shrinking convex plane curves, J. Diff.
Geom. 23 (1986), 285–314.

8. Gurtin M., On the two-phase Stefan problem with interfacial energy and entropy, Arch. Ra-
tional Mech. Anal. 96 (1986), 200–240.

9. , Thermomechanics of Evolving Phase Boundaries in the Plane, Clarendon Press,
Oxford, 1993.
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