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SOME DOUBLE INTEGRAL INEQUALITIES AND
APPLICATIONS

N. UJEVIC

ABSTRACT. Some double integral inequalities are established. These inequalities
give upper and lower error bounds for the well-known mid-point and trapezoid
quadrature rules. Some inequalities for convex and concave functions are derived.
Applications in numerical integration are also given.

1. INTRODUCTION

Recently, P. Cerone and S. S. Dragomir [1] obtained the following double integral
inequality.

Theorem 1. Let [ : [a,b] — R be a twice differentiable mapping on (a,b) and
suppose that v < f(t) < T for allt € (a,b). Then we have the double inequality:

r'(b—a)?
24

b
—a2 a
(1) WL o [rwa- 1Y <

In this paper we derive new upper and lower bounds for the quantity

b
(b—a)~t [ f(t)dt — f(*E2). We show that these new bounds can be better than

the bounds in (1.1).
In [2] the same authors proved the next result.

Theorem 2. Under the assumptions of Theorem 1 we have

b

We here derive new upper and lower bounds for the quantity M—

b
—(b—a)™! [ f(t)dt and show that these new bounds can be better than the bounds
in (1.2).
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Note that the inequalities (1.1) and (1.2) give upper and lower error bounds for
the well-known mid-point and trapezoid quadrature rules, respectively.

We also consider a result obtained in [5] and compare this result with a result
obtained in this paper.

In Section 3 we derive some inequalities for convex and concave functions (sim-
ilar to the well-known Hermite-Hadamard inequalities). In Section 4 applications
in numerical integration are given. For example, we derive a perturbed compos-
ite trapezoidal quadrature rule. It is slight different than the classical composite
trapezoidal rule. In fact, only one additional term appears in the perturbed rule.
We show that the perturbed rule has two times better estimation of error than the
classical one.

2. MAIN RESULTS

Theorem 3. Let the assumptions of Theorem 1 hold. Then we have
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where S = Wa.

Proof. We define
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From (2.3) and (2.4) we get

b

(2.5) / p(t) [ (t) — ) dt

a

b
a —a3
= [rwa- s Ehe-a -5

We also have

(2.6 / ) 77 (8) = de < ma (o) / 70— de
and a a
(2.7) max |p(t)] = & _8a)2,
b
(2.5) [irw=slae = 1)~ F@-0-a
) = (S-)b-a)

since f"(t) >, t € [a, ]
From (2.5)—(2.8) it follows

b
(2.9) [rwa— S0 -0 < E2 200

On the other hand, we have

IN

b b
(2.10) / PO - f/W]dt < max p(r) / 1) = T\ dt

= (b_sa)g (F_S)a

since

b
(2.11) / T - f"()di = T(b—a)— /() + f'(a)

= (- S)(b—a).
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From (2.3) and (2.4) we get
b

(2.12) [ror- )
’ b
—/f(t)dt + Y —ay 40l ;;)3.
From (2.10) and (2.12) we have
(2.13) 352 2L /f t)dt — ”b)(b_a).
This completes the proof. 0

We now show that (2.1) can be better than (1.1). For that purpose, we give
the following examples.

Example 1. Let us choose f(t) =t*, k > 2, a =0, b > 0. Then we have
ft) =kt* 1 () = k(k = Dt*"2, v =0, T = k(k — 1)b*"2, S = kb2,
Thus, the right-hand sides of (2.1) and (1.1) become:

R.H.S.(2.1) = gb’f

and

R.H.S.(1.1) = %bk.

We easily find that R.H.S.(2.1) < R.H.5.(1.1) if k¥ > 4. In fact, if k£ > 4 then
(2.1) is much better than (1.1).

Example 2. Let us choose f(t) = —t*, k> 2, a =0, b > 0. Then we have
)= —kt*=1 f(t) = —k(k — 1)tF 2 T =0, vy = —k(k — 1)bF 2, § = —kb*2,
Thus, the left-hand sides of (2.1) and (1.1) become:

L.H.S.(2.1) = —gbk
and
E(k—1)

bk,
24

L.HS.(11)=—
If 2 < k <4 then L.H.S.(2.1) < L.H.S.(1.1).
Theorem 4. Under the assumptions of Theorem 1 we have

(2.14) 352;F(bfa)2§f();rf( _a/f dt<3524 (b—a)?,

f! (b) f'(a)

b—a

where S =
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Proof. We define

1 a+b, (b—a)?
(2.15) N e
Then we have
b
— )
(2.16) /p(t)dt = —(b T ) .

Integrating by parts, we have
b
(2.17) [pos @

a

b b

= —/(t—a+b)f’(t)dt:/f(t)dt—M(b—a).

2

a a

From (2.16) and (2.17) we get

b
(2.18) L/Mﬂh—fﬂwwt
b
B f(a) + £(b) (b—a)®
= —/f(t)dt—&—f(b—a) T
‘We also have

b b
@1 [pOk- < ma o] [ 170 - d
and
(2.20) ;33§Hp<w\::(b‘é“’,

b
(2.21) /u%w—ﬂﬁ = ') - F(a)—2(b—a)
— (5-b-a).

From (2.18)—(2.21) we have
b

(b—a)—/f(t)dtg s

a

fla) + f(b)
2

193
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On the other hand, we have

(2.22) / p(t) [ (t) - T dt
b

- f(a) + f(b) (b—a)®

_ /f(t)dt— RS A
and

b b
(2.23) / PO (0~ Td| < ma [(0) / ()~ T di
_ @ _8“)3 T —S).

From (2.22) and (2.23) it follows
b

5T ap < L0y [ ra

a

This completes the proof. O
We now show that (2.14) can be better than (1.2).
Example 3. Let us choose f(t) =t*, k > 2, a =0, b> 0. Then we have
F1@) = kt" 0 f7(1) = k(k = 1)t* 72, 4y = 0, T = k(k — 1)b"2, § = kb" 2.
Thus, the right-hand sides of (2.14) and (1.2) become:
R.H.S.(2.14) = gbk

and Bk — 1)

-1
H.S(12) = ——
R.H.5.(1.2) 15
We easily find that R.H.S.(2.14) < R.H.S.(1.2) if k > 3. In fact, if k > 2 then
(2.14) is much better than (1.2).

bE.

Example 4. Let us choose f(t) = —t*, k> 2, a =0, b > 0. Then we have
flt) = —kt* 1 f"(t) = —k(k — D" 2 T =0,y = —k(k — 1)b"2, § = kb2
Thus, the left-hand sides of (2.14) and (1.2) become:

L.H.S.(2.14) = —gb’“
and
E(k—1)

b*.
12

L.H.S.(1.2) =~
If 2 <k < 5 then L.H.S.(2.14) < L.H.S5.(1.2).
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In [5] we can find the following result.

Theorem 5. Let f : I C R — R be a differentiable mapping on I, a,b € I, with
a <b. If |f'] is convex on [a,b] then the following inequality holds:

oy OISO b_a/f gai < TOLEL @], )

Remark 1. Inequality (2.14) can be much better than (2.24). For example, if f is
a convex function (f” > 0 such that f’ is an increasing function, i.e. f/(b) > f'(a))
then (2.24) becomes

2 b—a

a

b
ooy o< MOEIO L f g OIS,

while (2.14) becomes

(2.26) ogf(a)2 b_a/f nat < L f()(bfa)

If f' is large on [a,b] and f'(a) is close to f/(b) then (2.26) is much better than
(2.25).

3. RESULTS FOR CONVEX AND CONCAVE FUNCTIONS

One of cornerstones of analysis are the well-known Hermite-Hadamard inequalities
for convex functions:

(3.1) f(“;b) <

We here can obtain similar inequalities using the previous derived results.
If f(t) > 0, t € [a,b], i.e. [ is a convex function, then we can set v = 0 in

(2.1). Thus,
b
1 a+b 1
b_a/f(t)dtgf( ) )JrSS,

where S = [f'(b) — f'(a)](b — a). On the other hand, from (2.14) we get

b
fla)+ f(b) 1
/f(t)dt > [HIB L

Hence, the following result is valid.

fla) + f(b)
< 5

b—a
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Theorem 6. Let the assumptions of Theorem 1 hold. If f"(t) > 0, t € [a,b]
then we have

b

(3.2) M—és< ! /f(t)dtgf(a;b) +és,

where S = [f'(b) — f'(a)](b— a).
Corollary 1. Under the assumptions of Theorem 6 we have

b

GRS IO PP Sy PP (RS0

2

a

and

b
(%) <5t [roas () + s

If f"(t) <0, t € [a,b], i.e. fis a concave function, then we can set I' = 0 in

(2.1). Thus,
b
1 a+b 1
b_a/f(t)dtzf( 5 )JrSS,

where S = [f'(b) — f'(a)](b — a). On the other hand, from (2.14) we get

b
1 /f(t)dth*éS.

b—a 2

If f is a concave function then we have

f(a)+f(b>Sbla/bf(t)dtgf(wz))_

2 2

Hence, we obtain the following result.

Theorem 7. Let the assumptions of Theorem 1 hold. If f"(t) <0, t € [a,b]
then we have

where S = [f'(b) — f'(a)](b— a).
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Corollary 2. Under the assumptions of Theorem 7 we have

b
ICESUI Y PRV (RS DR

a

and

b
b b
(57 + 58 < gz [roas s (S50)

4. APPLICATIONS IN NUMERICAL INTEGRATION

Theorem 8. Under the assumptions of Theorem 3 we have

—q)?
(4.1) (és - %r) (b g )
b n—1
< [rwa-""0Y fas i+ m)
a =0
_ )

a

where h = b%, n > 1 is a positive integer.

Proof. If we apply Theorem 3 to the interval [z;, z;11], where z; = a + ih, then
we get

Ti41

W < / F(t)dt — £

Zi

35; —2I
24

€Z; +Ii+1)h < 3Sz — 2’)/h3

(4.2) 2 o1

where S; = W, i=0,1,2,....,n—1. We now sum the above relation
over ¢ from 0 to n — 1. We get

(4.3) [; i f/(:ci+1)h— f@i) 112nI‘] B3
=0
b n—1
< [rwa- 03 far G+ 5n)
=0
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n—1 . ’
since “HHL — ¢ 4 (7 + 1)h. From (4.3) and the fact that Y [Z)=l(z) (xi“sz (i) —
=0

K2

= 7f/(b);f/(a) it follows
Lf®)—fa) 1 ]0-0a)?
44 ——————*n— —nl
(44) {8 b—a 12| 3
/ b—a'= 1
< _ A
< [ rwar-= > o+ i+ )
1) = f'(a) 1 T(b—a)
< (LT, .
- {8 b—a ' 12" n3
Inequalities (4.4) are equivalent to (4.1). This completes the proof. O

Remark 2. From the above theorem it is not difficult to get

b

—a n—1 . 3
a 1=0
where
(4.5) R < 5T (b—a)®

For example, if v,I" > 0 then the classical composite mid-point quadrature rule
has the estimate of error 51> (b — a)®. It is obvious that, in this case, (4.5) is
better than the last estimate.

Theorem 9. Under the assumptions of Theorem 4 we have

(b - a)*

(4.6) (és - ir) -
b

- / F(t)dt

a

n

1 1  (b—a)
< (2§ _ —
s @)

where h = b_T“ and n > 1 is a positive integer.

Proof. The proof of this theorem is almost the same as the proof of Theorem 8.
Instead of Theorem 3, we here apply Theorem 4. (]

Remark 3. From the above theorem it is not difficult to get

b

b) n—1
5 + ; f(a+ih)

+ R(f)

(S _TH+r] -0
8 48 n2
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where

F—~
4.7 R(f)| < b—a)’.
(47) R < T (b a)
For example, if v,I" > 0 then the classical composite trapezoidal quadrature rule
has the estimate of error ;33 (b — a)®. It is obvious that, in this case, (4.7) is
better than the last estimate. In fact, if My = max {|T'|,|y|} then the classical

composite trapezoidal quadrature rule has the estimate of error 1];/[;2 (b—a)3. On

the other hand, from (4.7) we get the estimate 5y (b — a)3. This is, in all cases,

two times better estimate than the classical estimate.
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