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We investigate the blowup properties of the positive solutions for a semilinear reaction-diffusion

system with nonlinear nonlocal boundary condition. We obtain some sufficient conditions for
global existence and blowup by utilizing the method of subsolution and supersolution.

1. Introduction
In this paper, we deal with the following semilinear reaction-diffusion system with nonlinear

nonlocal boundary conditions and nontrivial nonnegative continuous initial data:

w=Au+o°, vi=Av+ul, xe€Q, t>0,

u(x,t) = f p(x,y)u"(y,t)dy, x€dQ, t>0,

“ (1.1)
v(x,t) = J‘ ¢(x,y)v"(y,t)dy, x€dQ, t>0,

Q

u(x,0) =up(x), v(x,0)=29y(x), xE€ Q,

where Q is a bounded domain in RN for N > 1 with a smooth boundary 0Q,p,q,m,n > 0,

the weight functions ¢(x, y) and ¢ (x, y) are nonnegative continuous defined in 0Q x Q, and
fg p(x,y)dy, fg ¢ (x,y)dy > 0on 0Q. Moreover, for x € 0Q, the initial data uy(x), vo(x) satisfy
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the compatibility conditions ug(x) = fg(p(x, yug(y)dy and vo(x) = fQ(p(x,y)vg(y)dy,
respectively.

System (1.1) has been formulated from physical models arising in various fields of
applied sciences. For example, it can be interpreted as a heat conduction problem with
nonlocal nonlinear sources on the boundary of the material body (see [1, 2]). In this case,
u(x,t) and v(x,t) represent the temperatures of the interacting components in the evolution
processes.

The local (in time) existence of classical solutions of system (1.1) can be derived easily
by standard parabolic theory. We say that the solution (u(x,t), v(x,t)) of problem (1.1) blows
up in finite time if there exists a positive constant T < oo such that

tim (e, )l + [0, Dl ) = +oo. (1.2)

In this case, T is called the blowup time. We say that the solution (u(x,t),v(x,t)) exists
globally if

sup <|”(‘/ )Ly + |U('rt)|Lw(Q)> < Fo0o. (1.3)

te(0,+0)

In the last few years, a lot of efforts have been devoted to the study of properties of
solutions to the semilinear parabolic equation u#; = Au + u? with homogeneous Dirichlet
boundary condition (see, e.g., the classical works in [3, 4]) and to the heat equation u; = Au
with Neumann boundary condition ou/0v = u” (see, e.g., [5]).

Blowup properties for the problem of systems

w=Au+9", v=Av+ul, xe€Q, t>0,
u(x,t) =v(x,t) =0, x€0Q, t>0,
u(x/ 0) = uo(.X'), v(xl 0) = ’Uo(X), X € ﬁ/

u=Au+9°, vi=Av+ul, xe€Q, t>0,

6u_a_v

5o =520, x€dQ, t>0, (1.4)

u(x/ 0) = uo(.X'), v(xl 0) = ’Uo(X), X € ﬁ/
u=Au, vi=Av, xe€Q, t>0,

6u= » ov

- A
3 " ul, xe€o0Q, t>0,

u(x,0) = up(x), ov(x,0)=0v(x), xe€Q

have been studied very extensively over past years by many researchers. Here p,q > 0, v
denotes the unit outer normal vector on 0Q. They were concerned with the existence,
uniqueness, and regularity of solutions. Furthermore, they investigated the global and
nonglobal existence, the blowup set, and the blowup rate for the above systems (see, e.g.,
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[1, 2, 6-9] and the references cited therein). For blowup results for other parabolic systems,
we refer the readers to [10-13] and the references cited therein.

Moreover, in recent years, many authors (see studies such as those in [14, 15] and
the references cited therein) considered semilinear reaction-diffusion systems with nonlocal
Dirichlet boundary conditions of the form

u=Au+f(u,v), vi=~A0Av+guv), x€Q, t>0,

u=f o(x,y)u(y,t)dy, v=f w(x,y)v(y t)dy, x€0Q, t>0, (1.5)
Q Q

u(x,0) = up(x), ov(x,0)=0v(x), xe€Q.

They studied how the weight functions ¢(x,y) and ¢(x,y) in the nonlocal boundary
conditions affect the blowup properties of the solutions of (1.5).

However, reaction-diffusion problems coupled with nonlocal nonlinear boundary
conditions, to our knowledge, have not been well studied. Recently, Gladkov and Kim [16]
considered the following problem for a single semilinear heat equation:

u=Au+c(x, b, xeQ, t>0,
u(x,t) = I f(x,y,)u(y,t)dy, xe€odQ, t>0, (1.6)
Q

u(x/ 0) = uo(X), X € ﬁ/

where p, I > 0. They obtained some criteria for the existence of the global solution as well as
for blowup of the solution in finite time.

The main purpose of this paper is to understand how the reaction terms, the
weight functions and the nonlinear terms in the boundary conditions affect the blowup
properties for problem (1.1). We will show that the weight functions ¢(x, y), ¢(x,y) and the
nonlinear terms u™(y, t), v" (y, t) in the boundary conditions of (1.1) play substantial roles in
determining blowup or not of solutions.

Before starting the main results, we introduce some useful symbols. Throughout this
paper, we let A be the first eigenvalue of the eigenvalue problem

-Ap(x) =\p, x€Q; ¢(x) =0, x€0Q, (1.7)

and ¢(x) the corresponding eigenfunction with [, ¢(x)dx =1, ¢(x) > 0 in Q. In addition, for
convenience, we denote that L = supg¢(x) and

My =supg(x,y), M= inf 9(x,y), Ki=supg(ry) Ko=infy(xy). (g
aQxQ 0QxQ 2QxQ 00QxQ ’
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The main results of this paper are stated as follows.

Theorem 1.1. Assume that 0 < pq < 1 and mn < 1. Then the solution of problem (1.1) exists
globally for any positive initial data.

Theorem 1.2. Assume that pq > 1 or m,n > 1. Then for any ¢(x,y), ¢ (x,y) > 0, the solution of
problem (1.1) blows up in finite time for sufficiently large initial data.

Theorem 1.3. Assume thatp > 1,9 > 1, m > 1, and n > 1. Then for any nonnegative continuous
p(x,y) and ¢(x,y), the solution of problem (1.1) exists globally for sufficiently small initial data.

Remark 1.4. When p = g, m = n, p(x,y) = ¢(x,y), and up(x) = vo(x), system (1.1) is
then reduced to a single equation #; = Au + u? with nonlocal nonlinear boundary condition
u(x,t) = fQ p(x, y)u™(y,t)dy. In this case, our above results are still true and consistent with
those in [16].

The rest of this paper is organized as follows. In Section 2, we establish the comparison
principle for problem (1.1). In Sections 3 and 4, we will give the proofs of Theorems 1.1 and
1.2, respectively. Finally, Theorem 1.3 will be proved in Section 5.

2. Preliminaries

In this section, we will give a suitable comparison principle for problem (1.1). Let Q7 = Q x
(0,T), St = 0Q x (0,T), and Qr = Q x [0,T). We begin with the precise definitions of a
subsolution and supersolution of problem (1.1).

Definition 2.1. A pair of functions (1,v) € C*'(Qr) N C(Qr) x C>(Qr) N C(Qr) is called a
subsolution of problem (1.1) in Qr if

<Au+dP, v, <Av+ul, (xt)€Qr,

u(x,t) < fg o(x,y)u"(y,t)dy, (x,t)€Sr,
@2.1)

v(x,t) < J; ¢(x,y)v"(y,t)dy, (xt) € Sr,

u(x,0) <up(x), v(x,0)<wvo(x), x€Q

Similarly, a pair of functions (,7) € C*'(Qr) N C(Qr) x C>'(Qr) N C(Qr) is a
supersolution of system (1.1) if the reversed inequalities hold in (2.1). We say that (u,v)
is a solution of system (1.1) in Qr if it is both a subsolution and a supersolution of problem
(1.1) in Q.

Let gi(x, t),hi(x,t) € C21(Qr) N C(Qr), yi(x,y) > 00on dQ x Q, i = 1,2. We first give
some hypotheses as follows, which will be used in the sequel.

(H1) For x € 8Q, y € Q, t > 0, x1(x, )& (v, 1), 106, h{"™ (v, 1), x2(x, )85~ (v, 1),
and x2(x,y)hy ' (y,t) are nonnegative. Further, [,myi(x,y)g" (y,t)dy < 1,
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[omx1(c, )Ty, H)dy < 1, [ynyxa(x, )¢y (v, H)dy < 1, and [ nya(x, y)hs ' (y,
tdy < 1.

(H2) For x € 0Q, y € Q, t > 0, there exists M > 0 such that 0 < myi(x,y) g{”‘l (y,t) <

M, 0 < myi(x, )" (y,t) < M, 0 < nya2(x,y)gh ' (y,t) < M, and 0 < nya(x,
Y (y,t) < M.

Lemma 2.2. Let (H1) hold, and c;j+d;; (i,j = 1,2) be bounded in Qr and let c;j+d;; >0 (i#j, i,j =

1,2). Further, assume that w;(x,t) > si(x,t) (i = 1,2). If yi(x,y) > 0 on 0Q x Q; and g;,h; €
C>(Qr) NC(Qr) (i = 1,2) satisfy

0
m 981
:1bk axk >

S
k
" 02 0
oo (St Sup 38

k
k=1 oxc i

MN

C1i&i — Zdllh +wi(x,t), (xt) €Qr,

i=1

n 82
1) 81
8t~ <Z A dxk0x] +

Il
—_

MN

C2i8i — ZdZIh- +w2(x t) (x/t) € QT/

i=1

1l
—_

oo P ol s
h< 5o+ S ) < S - Sdug+si(oh, (b €,

i=1 i=1

<
—
]
—_

L ) 0%hy L (2) Ohy 22)
hy — <Z A m + ébk a_xk> ;Chh Zdh& +5(x,1), (x,1t) €Qr,

i=1

gi(x,t) > fQ xi(xy)g'(y, Hdy, g(xt)> fQ x2(x,y)8) (v, t)dy, (x,t)€Sr,

hl(x,t)Sf x1(xy)hi' (v, )dy, hz(x,t)sf X2 (%, y)hy (v, t)dy, (x,t) € Sr,
Q Q

21(x,0) > hy(x,0), £(x,0)>hy(x,0), xeQ.

Then (g1(x, 1), §2(x, 1)) > (h1(x, 1), ho(x, 1)) in Q.

Proof. For any given € > 0, define
Gi=gitee", hi=h-ee, i=1,2, (2.3)
where

y > max{ci1 + c12 +di1 +diz, €01 + C + doy +dan}. (2.4)
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Then, a direct computation yields

On the other hand, for (x,t) € Sy, we have

Qi(xt) > ee’ + f x1(x )8t (. t)dy
Q

= IQ x1(x,y)8" (y, t)dy +ee ~ fQ x1(xy) (8" (v t) - 81" (y,t))dy

Abstract and Applied Analysis

i=1

2
> ZCZIgl Zdz,h +wo(x, 1),

5 SO p0 9%\ | i, t
s lZ ik 0x0X; Z;‘ K dxk >Zchgl Z 1ihi + w1 (x, 1),

i=1

AN
M
o)
=
|
H'MN
S
%
+
£
=

= fQ x1(x,y) 8" (v, t)dy + ee’ — e fQ my1(x, )07 (y,t)dy,

where 6, is an intermediate value between g; and ;. From (H1), it follows that

gi(x, t) > f xi(xy)g"(y,t)dy for (x,t) € Sr.
Q

Likewise, for any (x,t) € St, we have

00> [ @B,

T (x,t) < Lz x1(x R (y,)dy,  ha(xt) < Lz X2 (%, y)H3 (y, t)dy.

(.X', t) € Qr,
(x,t) € Qr,
(2.5)
(x,t) € Qr,
(x,t) € Qr.
(2.6)
2.7)
2.8)
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In addition, it is obvious that
gl(x,O)—szle(x,O)+s, §2(x,0)—£2l~12(x,0)+5,
and hence, we know that
§1(x,0) > hi(x,0),  &(x,0) > h(x,0).
Put

h(x,t) = g1(x,t) — 2(x,1).
Next, our task is to show that

(m(x, 1), m2(x, 1)) > (0,0).
Actually, if (2.12) is true; then we can immediately get

gi(x,t) + e’ > hi(x,t) — g’ (i=1,2), Y(x,t) € Qr,

which means that (g1(x,t), g2(x, 1)) > (hi(x, t), ha(x, 1)) in Qr as desired.
In order to prove (2.12), we set

h=me™, 2 = mae”™"

with o > max{supg (c11 + di1),supg, (c22 + dp2) }. Then from (2.5)-(2.10), we have

07 on
= Z o 9 L oM - ~
me = < Lk 9x10x; k:lbk 6xk> > (entdu =0l + (ot do)ip, - () €O,

i
Mot — <1 l(lk) éxkax Z by 712> > (c21 +do1)T1 + (c22 +dop = 0)i]2,  (x,1) € Qr,
k=1 k=1

i(x,t) > j my1(x,y)05 ' (y,t)dy,  (x,t) € St,
Q

(xb) >f na (5, y) 0 i (v, )dy,  (xb) € St
Q

1(x,0)>0, 7p(x,0)>0, xeQ,

(2.9)

(2.10)

(2.11)

(2.12)

(2.13)

(2.14)

(2.15)
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where 60, is an intermediate value between g; and fll, 03 is an intermediate value between &
and }le.

Since 71 (x,0),72(x,0) > 0O, there exists 6 > 0 such that 7,7, > O for (x,t) € Q x (0,6).
Suppose a contradiction that

t=sup{tE(O,T):ﬁl,ﬁ2>00n§x[0,t]}<T. (2.16)

Then 71,7, > 0 on ﬁ;, and at leasf one of 771, Vanishe_s at (x,t) for some x € Q. Without loss
of generality, suppose that 7j; (x,t) =0 = infﬁzﬁl. If (x,t) € Q;, by virtue of the first inequality
of (2.15), we find that

~ 3 o? 0 ~
Mt — (Z aflk) axkglxl Z b m) > (an+bn-o)if1, (xt) € Qs (2.17)

This leads us to conclude that #; = 0 in Q; by the strong maximum principle, a contradiction.
If (x,t) € S;, this also results in a contradiction, that is

0=7(%F)> _[Q mp(%, )05~ 771 (y,F) dy > 0. (2.18)

This proves that 71,7 > 0, and in turn (g1(x, t), §2(x, 1)) > (hi(x, ), ha(x,t)) in Qr. The proof
of Lemma 2.2 is complete. O

Lemma 2.3. Let the hypotheses of Lemma 2.2, with (H1) replaced by (H2), be satisfied. Then
(gl (x/ t)/ gZ(x/ t)) > (hl (x/ t)/ hZ(x/ t)) in ﬁT' (219)

Proof. Choose a positive function f satisfying f|xcae = 1 and [, f(y)dy < 1/M. Set

gilx, 1) = f(x)pi(x,t), hi(x, t) = f(x)&i(x,t), i=1,2. (2.20)
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Then from (2.2), we have

2
C1i di w
pi—Lipr 2 2,} -> 71€i+_1 (x,t) € Qr,
i=1

2 di w
Pt — —22,02>Zf Z—2§i+—2 (x,t) € Qr,

N

2 ci
Gt = £161 < 27§i_
P i1

Gor — Lo < iﬁc-—i@ + 2 () eQ
2t — 4~262 > - f i - sz fr ’ T,
Pt [ G "Wl Dy, (€S,
p2(x,t) > fQ x2(y) f"(v)ps (v, t)dy, (x,t) € St,

G, b) < fQ Gy ) (v, dy, (b € S,

Ga(x, ) < fg x2(xy) " ()6 (v, )dy, (xt) € Sr,

p1(x,0) > ¢1(x,0), pa(x,0) > {p(x,0), x€Q,

where

n n s s a
ﬁs:z lkaxkaxl+z<zz l(cl)a b()f>fa S=1’2’

1k=1 k=1

is a uniformly elliptic operator. By (H2), it is easy to see that

[y eer sy <M f@)ay<

[ e oy feay<t

Similarly, we have

fQ my1 (6, )¢ (v, ) " (y)dy < 1, fQ nya(,y)6 (v, ) f" (v)dy < 1.

(2.21)

(2.22)

(2.23)

(2.24)
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Therefore, in view of Lemma 2.2, we have

pi(x,t) 2 Gi(x,t), i=1,2, (2.25)
which implies that

gi(x,t) > hi(x,t), i=1,2. (2.26)
The proof of Lemma 2.3 is complete. O

On the basis of the above lemmas, we obtain the following comparison principle for
problem (1.1).

Proposition 2.4 (Comparison principle). Let (u, D) and (u, v) be a nonnegative supersolution and
a nonnegative subsolution of problem (1.1) in Qr, respectively. Suppose that (u,v) > (0,0) and

(#,9) > (0,0) in Qr if min{p, q,m,n} < 1. If (u(x,0),v(x,0)) > (u(x,0),v(x,0)) for x € Q, then
(,9) > (u,0) in Qr.

Proof. It is easy to check that u, v, u, © and ¢, ¢ satisfy hypotheses (H2). ]
Next, we state the local existence theorem, and its proof is standard; hence we omit it.

Theorem 2.5 (Local existence). For any nonnegative nontrivial uy(x),vo(x) € C (Q), there exists a
constant T* = T*(uo, vo) > 0 such that problem (1.1) admits nonnegative solution (u(x,t),v(x,t)) €
C>H(Qr) N C(Qr) x C*H(Qr) N C(Qr) for each T < T*. Furthermore, either T* = oo or

Jim sup([jux, e, + llo(x, Hll) = oo (2.27)

Remark 2.6. From maximum principle, we know that the solution of system (1.1) is positive
when 1y (x) and vy(x) are positive. Indeed, since u; — Au —vP > 0 and v; — Av —u9 > 0, the
minimum of (1,v) in Qr should be obtained at a parabolic boundary point by maximum
principle. Furthermore, [, ¢(x,y)dy, [, ¢(x,y)dy > 0 on 8Q imply that ¢(x,t)#0 and
¢ (x,t) #0, then we have (1,v) > (0,0) for (x,t) € 0Qx (0, T]. Thus (u, v) > (0,0) provided that
up(x) and vy (x) are positive. In the rest of this paper, we assume that (uy(x), vo(x)) > (0,0).

Remark 2.7. If pg > 1, m > 1, and n > 1, we could obtain the uniqueness of the solution easily
by comparison principle.

3. Proof of Theorem 1.1

In this section, by constructing special supersolution, we will give the sufficient condition
for the existence of global solution of problem (1.1) under the hypotheses 0 < pg < 1 and
m,n<1.
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Proof of Theorem 1.1. Since 0 < pg < 1, there exist &, § € (0,1) such that

(3.1)

<=
v
RN
Q=
(\Y
=I =

Define k = 1/a + 1/p. Let ®(x,y) > max{¢p(x,y), ¢(x,y)} be a continuous function defined
for (x,y) € 0Q x Q, and

a(x) = (JQ(D(x,y)dy> (H)/a, b(x) = (fgm(x,y)dy> MW, x€dQ. (32

Suppose that w is the solution of the following problem:

wr=Aw+kw, xe€Q, t>0,
w(x,t) = (a(x) +b(x) +1) j <(I)(x,y) + ﬁ)w(y, tydy, x€0dQ, t>0, (3.3)
Q

w(x,0) = u(l)/“(x) + vé/ﬂ(x) +1, x€Q,

where |Q2| denotes the measure of Q. By Theorem 2.5 in [16], we know that w is a global
solution of (3.3). Moreover, w(x,t) > 1in (x,t) € Q x [0, +00) by the maximum principle.
Set (u,0) = (w*, wh). A simple computation shows that

= aw lwy = aw™ Aw + (1 + z)w‘", AT = 2w Aw + a(a - D 2 |Vw]?,  (3.4)

p

and thus

U — Al = (1 + %)w —a(a - 1w Vwl? > <1 + %)w > <wﬂ>“/ﬂ >, (35)

here, weused p < a/fand w > 1.
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When (x, t) € 0Q x (0, +o0), according to Holder’s inequality, we have that

i) > '@ { | oGy, t)dy}a

a

~{[ aemar) ([ owyewnay)
>3 | wCoy)dy - o y)w(y, dy b (3.6)
ot {, |
> IQ o(x,y)w" (y, t)dy = fQ ¢ (x, y)u(x, t)dy
> Lz o (x, y)u" (x, t)dy.
Likewise, we also have for v that

v-Av>ul, xeQ, t>0,

o(x,t) 2 J‘Q ¢(x,y)0"(x,t)dy, x€0Q, t>0. 7
On the other hand, since a < 1, we have
(x,0) = w™(x,0) = (u)/*(x) + 7, P (1) + 1) 2 (), (38)
and similarly,
B(x,0) = w (x,0) = <u(1)/ “(x) + oy P (x) + 1)ﬁ > vo(x). (3.9)

Therefore, (u,7) is a global supersolution of (1.1); by Proposition 2.4, the solution of (1.1)
exists globally. The proof of Theorem 1.1 is complete. O

4, Proof of Theorem 1.2

In this section, we will establish that the solution of system (1.1) blows up in finite time for
the case pg > 1 or m,n > 1. We employ a variant of Kaplan’s method (see [17] for more
details) to obtain our blowup conclusion.

Proof of Theorem 1.2. Let

Ji(t) = L} u(x, t)¢p(x)dx, Ja(t) = fQ v(x, t)p(x)dx, (4.1)
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where ¢(x) is defined in (1.7). Taking the derivative of J; (t) with respect to t, we could obtain
Ji(t) = f u(x, £)p(x)dx = f (Au+oP)pdx
Q Q

:—I Du-D(pdx+f a—u¢dS+I vPP(x)dx
Q aq OV Q

5 (4.2)
= f uA(;bdx—f —¢ud5+f P dx
Q a0 OV Q
0¢
= —’[ Au¢p dx — f — (J o(x,y)u"(y, t)dy)dS + ’[ v’ P dx.
Q aa 0 \Jg Q
Applying the equality [,,(0¢/0v)dS = -\ to (4.2), we find that
ﬂa)z—xj u¢dx+lhbj‘¢umdx+f P dx. (4.3)
Q L g Q
Symmetrically, we deduce that
T5(t) > —)LJ. vpdx + ALK, J po"dx + f i dx. (4.4)
Q L Jg Q
O

Case 1. For the case pq > 1; we first prove the assertion under the stronger assumptionp, g > 1.
Without loss of generality, we assume that g = max{p, g} > 1. Then using Jensen’s inequality
to (4.3) and (4.4), we see that

Ji(t) = =M1 + 2P, L) > -\ + 19 (4.5)
Therefore | = J; + J, satisfies
T =T+L2=-M+1T+ P >-A+ P+ P - Jh. (4.6)
In view of the inequality J;” + Jo > 217 J¥, we discover that
J'>—(A+1)]+2P)P. (4.7)

It follows that J blows up in finite time whenever
10) = [ (00 + vo()px)dx @)
Q

is sufficiently large. Furthermore, the solution of system (1.1) blows up in finite time.
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If p < 1org < 1, in order to obtain our conclusion, we consider system (1.1) with
zero Dirichlet boundary condition; then in light of Theorem 2 in [1], we obtain our result
immediately.

Case 2. Consider now the case that m, n > 1. Since m, n > 1, Jensen’s inequality can be applied
to (4.3) and (4.4) like Step 1 to get

AM
L

AM;,
L

Ji(t) > =AJ1+ ==, Ja(t) > Ao+ " (4.9)

Then the left arguments are the same as those for Case 1, we omit the details. The proof of
Theorem 1.2 is complete.

5. Proof of Theorem 1.3

In this section, we will use an idea from Gladkov and Kim [16] to prove Theorem 1.3.

Proof of Theorem 1.3. Let Q1 be a bounded domain in RV satisfying the property that Q € &
and let \; be the first eigenvalue of —A on £; with null Dirichlet boundary condition which
satisfies the inequality 0 < Ay < .

Since ¢(x,y) and ¢(x,y) are nonnegative continuous defined in 0Q x Q; then there
exist some constants 0 < A, B < +oo such that

f ¢(x,y)dy < A, f ¢(x,y)dy < B. (5.1)
Q Q

Denote (; an eigenfunction corresponding the eigenvalue \y; then it is obviously that

Supg, ¢ < Supg, ¢

— < — <0, (5.2)
inf5¢ infg, ¢

where 6 > 1 is some constant. Choosing any & which satisfies the inequality
0<e< min{ (As™)"V/mD) (ggmy=1/(n-1) } (5.3)
and taking

sgpi = b, (5.4)

then, from (5.2), it follows easily that

inf>e. (5.5)
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Case1. Forg>p >1,set

fty=eM |1+

It is easy to check that f(t) satisfy the following ordinary differential equation:

-1/(p-1)
max{ (6e)"™, ()7 Je- Pt

A

fl)+Af - max{ (6e)P, (6e)T! }fP = 0.

Observe next that f(t) <1, and so f? > f7 under the condition g > p > 1.

Let

u(x,t) =o(x, 1) = p(x) f(£).

A series of computations yields

- A =0 = G(f + M f - ¢ )

And similarly, we have

> (' + duf —max{ @y, (6e)7 ) £7)
0.

v

- AT - = §(f + f -7 f7)

> §(f + 0 f - max{ (5e) ™, (6e)T } )

> 0.

On the other hand, since [, ¢(x,y)dy < A, we have on the boundary that

i, > ef ()2 AGe)" £ > [ o(xy) (F)f®)"dy.

Likewise, we have that

o(x, t) > J; w(xy) ($() F1)) dy.
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(5.6)

(5.7)

(5.8)

(5.9)

(5.10)

(5.11)

(5.12)
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Thus, by exploiting (5.9)-(5.12) and comparison principle, the solution of (1.1) exists globally
provided that

-1/(p-1)
max{ (8¢, (6¢)7" e
max{u(x),vo(x)} < |1+ 1 P(x). (5.13)
1
O
Case 2. Forp > q > 1, set
-1/(g-1)
max{ (6e)", (6e)"" }e‘(‘i‘l))‘lt !
f(t)y=et|1+ (5.14)
M
We can immediately verify that f (f) satisfy the following ordinary differential equation:
F(E) + M f - max{ (6e)P™, (5e)T" } f1=0. (5.15)

In addition, it is obvious that f(t) < 1. Then we have that f9 > fP under the condition
p>q>1
Let

u(x,t) =o(x, 1) = p(x) f(£). (5.16)

Similar to the arguments for the case g > p > 1, we can prove that (u(x,t),v(x,t)) is a global
supersolution of problem (1.1) provided that

-1/(q-1)
max| 6oy, 66} |

h

$(x). (5.17)

max{ug(x),vo(x)} < |1+

The proof of Theorem 1.3 is complete.
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