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By using the cone theory and the Banach contraction mapping principle, the existence and
uniqueness results are established for singular third-order boundary value problems. The
theorems obtained are very general and complement previous known results.

1. Introduction

Third-order differential equations arise in a variety of different areas of applied mathematics
and physics, such as the deflection of a curved beam having a constant or varying cross
section, three-layer beam, electromagnetic waves, or gravity-driven flows [1]. Recently, third-
order boundary value problems have been studied extensively in the literature (see, e.g., [2—
13], and their references). In this paper, we consider the following third-order boundary value
problem:

u"(t) + f(t,u(t)) =0, te(0,1),

(1.1)
u(0)=u'(0)=0,  u'(1)=au(y),

where f(t,x) € C((0,1) x (o0, +00), (-0,+0)),0< 7 < 1.

Three-point boundary value problems (BVPs for short) have been also widely studied
because of both practical and theoretical aspects. There have been many papers investigating
the solutions of three-point BVPs, see [2-5, 10, 12] and references therein. Recently, the
existence of solutions of third-order three-point BVP (1.1) has been studied in [2, 3]. Guo
et al. [2] show the existence of positive solutions for BVP (1.1) when 1 < a < 1/7 and
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f(t,x) is separable by using cone expansion-compression fixed point theorem. In [3], the
singular third-order three-point BVP (1.1) is considered under some conditions concerning
the first eigenvalues corresponding to the relevant linear operators, where 1 < a < 1/7,
f(t,x) is separable and is not necessary to be nonnegative, and the existence results of
nontrivial solutions and positive solutions are given by means of the topological degree
theory. Motivated by the above works, we consider the singular third-order three-point BVP
(1.1). Here, we give the unique solution of BVP (1.1) under the conditions that an#1 and
f(t,x) is mixed nonmonotone in x and does not need to be separable by using the cone
theory and the Banach contraction mapping principle.

2. Preliminaries
Let J = (0,1), I = [0,1]. By [2, Lemma 2.1], we have that x is a solution of (1.1) if and only if

x(t) = J‘1 G(t,s)f(s,x(s))ds, tel, (2.1)

0
where

((1-an)(s*-2ts) - (1-a)t®s, s<minfn,t},

an - 1)t> + (1 - a)t?s, t<s<m,
Gls =LY ! 22)
2(0-am) | (1-an)(s2-2ts) + (s—an)t?, n<s<t,

(s -1)t?, max{7n,t} <s.

It is shown in [2] that G(t, s) is the Green’s function to —u” = 0, u(0) = #'(0) = 0, and

u'(1) = au/(n).
Let

1
h(t,s) = mIG(L s)|,
L(t) = fl h(t,s)ds,

0
) 2.3)
uﬂm=fhm@u@Ma (n=12,.),

0

-1/n
r(G) = nlgrgo <supIn(t)> .

te]

It is easy to see that r(G) > 0.

Lemma 2.1 (Guo [14, 15]). P is generating if and only if there exists a constant T > 0 such that
every element x € C(I) can be represented in the form x = y — z, where y,z € P and ||y|| < 7||x||,
Izl < z[lx].
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3. Singular Third-Order Boundary Value Problem

This section discusses singular third-order boundary value problem (1.1).
Let P = {x € C(I) | x(t) >0, Vt € [0,1]}. Obviously, P is a normal solid cone of
Banach space C(I); by [16, Lemma 2.1.2], we have that P is a generating cone in C(I).

Theorem 3.1. Suppose that f(t,x) = g(t, x, x), and there exist two positive linear bounded operators
B:C(I) — C(I)and C : C(I) — C(I) withr(B+C) < r(G) such that forany t € I, x1,x2,y1, Y2 €
C(I), x1 > x2, y1 < Yo, we have

~B(x1 = x2) =C(y2 — 1) <t(1 -1 g(t, x1, 1) —t(1 - 1) g(t, x2,2)
<B(x1 = x2) +C(y2 - 1),

(3.1)

and there exists xo, yo € C(I), such that

1
f H(1 = 1), (t, x0(t), yo(t))dt can converge to o € R. (3.2)
0

Then (1.1) has a unique solution x* in C(I). And moreover, for any xq € C(I), the iterative sequence
1

00 = [ Gt fxa(s)ds (1=1,2,..) (33)
0

converges to x* (n — o).

Remark 3.2. Recently, in the study of BVP (1.1), almost all the papers have supposed that the
Green’s function G(t, s) is nonnegative. However, the scope of & is not limited to 1 < a < 1/7
in Theorem 3.1, so, we do not need to suppose that G(¢, s) is nonnegative.

Remark 3.3. The function f in Theorem 3.1 is not monotone or convex; the conclusions and
the proof used in this paper are different from the known papers in essence.

Proof. Itis easy to see that, for any t € ], h(t, s) can be divided into finite partitioned monotone
and bounded function on (0, 1), and then by (3.2), we have

J‘1 G(t,s)g(s, x0(s),yo(s))ds converges to o(t) € R. (3.4)
0

For any x,y € C(I), let u = |xo| + |x|, v = —|yo| — |y|, then u > xo, v < yo, by (3.1), we have

=B(u-x0)(t) - C(yo - v) (t) < t(L = 1)g(t, u(t), v(t)) — (1 - H)g (£, x0(t), yo(t))

(3.5)
< B(u —x0)(t) + C(yo — ) ().
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Hence

[t1 =gt u(t), v(t)) — (1 - )g(t, xo(t), yo(H)) || < B = x0) (D)l + IC (o — v) ()
< [I1Bl[l[u = xoll + [ICllllyo - -

Following the former inequality, we can easily have

1
f G(t,s)[g(s,u(s),v(s)) — g(s,x0(s),yo(s))]ds converges to some element oy (t) € R;
0
3.7)

thus

1 1
J‘o G(t,8)g(s,u(s),v(s))d = .[o G(t,s)g(s, x0(s), yo(s))ds

1
+j G(t,s)[g(s,u(s),v(s)) — g(s,x0(s), yo(s))]ds is converged.

0
(3.8)

Similarly, by u > x, v <y and f; G(t,s)g(s,u(s),v(s))ds being converged, we have that
1
I G(t,s)g(s,x(s),y(s))ds converges to some element o,(t) € R. (3.9)
0
Define the operator A : C(I) x C(I) — C(I) by
1
A(x,y)(t) = f G(t,s)g(s,x(s),y(s))ds, Vtel (3.10)
0
Then x is the solution of BVP (1.1) if and only if x = A(x, x). Let

1 1
(Sx)(t) = J;) h(t,s)(Bx)(s)ds, (Ty)(®) = Jo h(t,s)(Cy)(s)ds. (3.11)
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By (3.1) and (3.10), for any x1, x2, 11,2 € C(I), x1 > x3, y1 < Y2, we have
=S(x1-x2) =T (y2—v1) < A(x1,y1) — A(x2,y2) < S(x1 - x2) + T (y2 — 1), (3.12)

1
(S+T)(x)(t) = Io h(t,s)(B + C)(x)(s)ds,

1
(S+T)"(x)(t) = f h(t,s)(B+ C)(S + T)"(x)(s)ds
0
=(B+O)"'La(t), n=12,..., (3.13)

(S +T)"|| < [[(B+C)"|lsuply(t),
te]

r(B+C)

r(S+T) < G

<1,

1/n

so we can choose an a, which satisfies lim, . |[(S+T)"||'" = r(S+ T) < a < 1, and so there

exists a positive integer nj such that

(S+T)"| <a®<1, n>nop. (3.14)

Since P is a generating cone in C(I), from Lemma 2.1, there exists T > 0 such that every
element x € C(I) can be represented in

x=y-z, y,zeP |yl <7lxl, Izl <lxl. (3.15)
This implies
-(y+z)<x<y+z (3.16)
Let
lxllo = inf{||u|| | u € P,—u < x < uj. (3.17)

By (3.16), we know that ||x||, is well defined for any x € C(I). It is easy to verify that
Il - llp is a norm in C(I). By (3.15)—(3.17), we get

lxllo < lly + 2|l < 27[lx[l, Vx e C(I). (3.18)

On the other hand, for any u € P which satisfies —u < x < u, we have 0 < x + u < 2u.
Thus ||x|| < ||x +u|| + || — u|]| £ (2N + 1)||u||, where N denotes the normal constant of P. Since
u is arbitrary, we have

lxll < 2N +Dllxllp, Vx € C(I). (3.19)
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It follows from (3.18) and (3.19) that the norms || - ||, and || - || are equivalent.
Now, for any x,y € C(I) and u € P which satisfies —u < x -y < u, let

w=g(ery-u),  w=i(coyrw),  ws=s(xryru); (3.20)

thenx >u, y >uy, x —us =up, y —uy = uz, and up + uz = u.
It follows from (3.12) that

—Suy < A(x,x) — A(u1, x) < Suy, (3.21)
—-Suz —Tuy < A(y,u1) — A(u, x) < Sup + Tug, (3.22)
~Tuz < A(y,u1) - A(y,y) < Tus. (3.23)

Subtracting (3.22) from (3.21) + (3.23), we obtain
~(S+Tu<Alx,x)-Aly,y) <(S+Tu (3.24)
Let A(x) = A(x, x); then we have
~(S+T)u< A(x) - A(y) < (S+Tu (3.25)

As S and T are both positive linear bounded operators, so, S + T is a positive linear
bounded operator, and therefore (S + T)u € P. Hence, by mathematical induction, it is easy
to know that for natural number ny in (3.14), we have

~(S+T)"u< A" (x) - A™(y) < (S+T)"u, (S+T)"ueP. (3.26)
Since (S + T)™u € P, we see that

which implies by virtue of the arbitrariness of u that

Am(x) = A (y)| < NS+ ) ], (3.27)

”A“Ox —AN"Oy

|, S NS +Tyllx = ylly < a[|x - yll, (3.28)

By 0 < a <1, we have 0 < a™ < 1. Thus the Banach contraction mapping principle
implies that A™ has a unique fixed point x* in C(I), and so A has a unique fixed point
x* in C(I); by the definition of A,A has a unique fixed point x* in C(I), that is, x* is the
unique solution of (1.1). And, for any xo € C(I), let x, = A(xy-1,%,1) (n = 1,2,...);
we have |x, -x*][;, — 0(n — o0). By the equivalence of ||-||; and || - || again, we get
lxn —x*]| = 0 (n — oo). This completes the proof. O
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Example 3.4. In this paper, the results apply to a very wide range of functions, we are
following only one example to illustrate.
Consider the following singular third-order boundary value problem:

u,,,(t) _ k1t + mq

" p(s,u(s))
~ (1-t)tant el

o ttan(1—s) > (3.29)
u(0)=u'0)=0, (1) =au(n),

\Vu2(t) + (kat +mo)? +

where ki, my, ky, my € R and there exists M > 0, such that forany t € I, y1,y, € C(I), y1 < v2,
we have

~M(y2-y1)(t) <p(t, () —p(ty2(t) < M(y2 = y1) (). (3.30)

Applying Theorem 3.1, we can find that (3.29) has a unique solution x*(t) € C*(I) provided
N = max{|m|,|k1 + mi1|} < r(G). And moreover, for any wy € C(I), the iterative sequence

_( kis +my 2, [P W (7))
0,0 = [ Glt,5)| o Ay (5) + (has e+ [ B D e a, (3.31)
n=12,...

converges to x* (n — o).
To see that, we put

g(t,x(t), y(t)) = M\/xz(t)+(k2t+m2)2+jt P(sy(s)

1-t)tant ottan(1-s)
, (3.32)
B0 = Nx(t), ()0 =M [ ye)ds.
Then (3.1) is satisfied for any t € I, x1,x2,y1,y2 € C[I], x1 > x2, and y1 < y,.
In fact, if x1 (t) = x2(t), then
t1 -1 g(t, x1(t), y1(t)) —t(1 =) g(t, xa2(t), ya(t))
< (kyt + ml)\/xf(t) + (Kot +1m2)% = (kat +m1)\/x2(t) + (Kot + mp)?
t
+ fO[P(S/yl(S)) —p(s,y2(s))]ds
(3.33)

= [[ (o115 - p(s, 2060

t
< [ M) - )] as
0

= B(x1 —x2) () + C(y2 — y1) (t).



8 Boundary Value Problems

If x1(t) > x2(t), then

H1-Hg(txi(t), (D) - H1 =g (t, x2(t), y2(t))

< (kat + ml)\/xf(t) + (Kot +1m2)% = (kit +m1)\/x2(t) + (Kot + mp)?

t
[ (s v ~p(s.2(9)]ds
_ (kit +my) [x3(8) = x3(1)]
V2 + (ot + ma) A/ (8) + (Kot + o)

| (3.34)
" fo [p(s,y1(5)) = p(s,y2(5))] ds

t
< (ot + mo) [ (O] - 2 (8] + fOM[yz<s> y(s)]ds

< [kat + ma|[x1 (1) = x2(5)] + M f; [v2(s) = y1(s)]ds
<B(x1—x2) () + C(y2 — y1) (t).
Similarly,
H1 =gt x1(t), y1(1) —t1 =g (t, x2(t), y2(t)) > =B(x1 = x2)(H) = C(y2 —y1) (). (3.35)
Next, for any t € I, by (3.30) and (3.32), we get

I(Tu)(®)I < M|l (3.36)

Then, from (3.32) and (3.36), we have

t t M2t2
|(z2) 0] < M [ NTwElds < Mial, [ sds =27l veer, G
0 0 :
so it is easy to know by induction, for any n, we get
Mn
I W ®) < ——lul., Vel (3.38)
thus
" . ntﬂ
[(T") || = max|[(T"u) (D) < ——Ilull., (3.39)
tel n:
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SO
7(T) = lim ||(T" ||V = 0. (3.40)
then we get
r(B+C) <r(B)+r(C)=N+0<r(G). (3.41)
Let xo = yo = 1; then
1
f t(1 - 1)g(t, xo(t), yo(t))dt is converged. (3.42)
0
Thus all conditions in Theorem 3.1 are satisfied.
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