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We introduce the notion of λ-spaces which is much weaker than cone metric spaces defined by
Huang and X. Zhang (2007). We establish some critical point theorems in the setting of λ-spaces
and, in particular, in the setting of complete cone metric spaces. Our results generalize the critical
point theorem proposed by Dancs et al. (1983) and the results given by Khanh and Quy (2010) to
λ-spaces and cone metric spaces. As applications of our results, we characterize the completeness
of λ-space (cone metric spaces and quasimetric spaces are special cases of λ-space) and studying
the Ekeland type variational principle for single variable vector-valued functions as well as for
multivalued bifunctions in the setting of cone metric spaces.

1. Introduction

In the last three decades, the famous Ekeland’s variational principle (in short, EVP) [1] (see
also, [2, 3]) emerged as one of the most important tools and results in nonlinear analysis
due to its wide applications in optimization, optimal control theory, game theory, nonlinear
equations, dynamical systems, and so forth; see, for example, [2–8] and references therein.
It has been extended and generalized in different directions and in different settings. See,
for example, [4, 5, 7–22] and references therein. The vectorial version of EVP (in short,
VEVP) is considered and studied in [5, 22, 23] and references therein. Aubin and Frankowska
[4] presented the equilibrium version of EVP (in short, EEVP) in the setting of complete
metric spaces. Such version of EVP is further studied in [9, 11, 21] with applications to
an equilibrium problem which is a unified model of several problems, namely, variational
inequalities, complementarity problems, fixed point problem, optimization problem, Nash
equilibrium problem, saddle point problem, and so forth; see, for example, [24, 25] and
references therein. Al-Homidan et al. [9] established EEVP in the setting of quasimetric



2 Fixed Point Theory and Applications

spaces with a Q-function which generalizes the notions of τ-function [17] and a w-distance
[8]. They proved some equivalences of EEVP with a fixed point theorem of Caristi-Kirk
type for multivalued maps [12], Takahashi’s minimization theorem [8], and some other
related results. As applications, they derived the existence results for solutions of equilibrium
problems and fixed point theorems for multivalued maps. They also extended the Nadler’s
fixed point theorem [26] for multivalued maps to a Q-function in the setting of complete
quasimetric spaces. As a consequence, they proved the Banach contraction theorem for a Q-
function in the setting of complete quasimetric spaces. Ansari [10] extended EEVP for vector
valued functions in the setting of complete quasimetric spaces with a W-distance. By using
this result, he derived the existence of solutions of a vector equilibrium problem [25], that is,
equilibrium problem for vector valued functions. He established some equivalent results to
EEVP for vector valued functions and also established Caristi-Kirk fixed point theorem for
multivalued maps [12] in a more general setting.

In 1983, Dancs et al. [27] established a critical point theorem in the setting of complete
metric spaces and proved EVP by using their result. Lin et al. [18, 19] used the critical point
theorem of Dancs et al. [27] to establish EEVP for multivalued bifunctions. They also studied
intersection theorems, variational inclusion problems, and some other related problems by
using the critical point theorem of Dancs et al. [27]. Khanh and Quy [15] generalized the
critical point theorem of Dancs et al. [27] in the setting of metric spaces with τ-functions [17].
Khanh and Quy [15, 16] used their result to established EEVP for vector valued functions.

In this paper, we introduce the concepts of λ-function and λ-space which are much
weaker than those of cone metric and cone metric space defined by Huang and X. Zhang
[28], respectively. We establish some critical point theorems in the setting of λ-spaces and, in
particular, in the setting of complete cone metric spaces. Our results generalize those results
given in [15, 27]. As applications of our results, we characterize the completeness of cone
metric spaces and give VEVP and EEVP for multivalued maps in the setting of cone metric
spaces. Moreover, we improve and generalize many Ekeland type variational principles and
critical point theorems.

2. Preliminaries

Let E be a topological vector space with origin 0. For a given nontrivial, pointed, closed and
convex cone P ⊂ E, we define on E a partial ordering ≤ (resp., <) with respect to P by x ≤ y
(resp., x < y) if y − x ∈ P (resp., y − x ∈ P \ {0}), and we denote by x � y if y − x ∈ int P
(interior of P). When E is a normed space, the nontrivial, pointed, closed, and convex cone P
is said to be normal cone if there exists K > 0 such that for all x, y ∈ E,

0 ≤ x ≤ y implies ‖x‖ ≤ K
∥
∥y

∥
∥. (2.1)

The least positive number K satisfying (2.1) is called the normal constant of P .
Throughout the paper, unless otherwise specified, we assume that X is a nonempty

set, E is a real topological vector space with origin 0 ordered by a nontrivial, pointed, closed
and convex cone P and λ : X × X → E is a vector valued function. We denote by 2X the
family of all subsets of X. If E is a normed space, for each s ∈ E, r ∈ �+ = [0,∞), we use the
following notations:

(i) B(s, r) = {y ∈ E : ‖s − y‖ < r},
(ii) B∗(s, r) = {y ∈ E : ‖s − y‖ < r} \ {s}.
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Definition 2.1 (see [28]). Let X be a nonempty set, and let E be a topological vector space
ordered by a nontrivial, pointed, and closed convex cone P . Let d : X × X → E be a vector
valued function such that the following conditions hold:

(d1) 0 ≤ d(x, y) for all x, y ∈ X and d(x, y) = 0 if and only if x = y,

(d2) d(x, y) = d(y, x) for all x, y ∈ X,

(d3) d(x, y) ≤ d(x, z) + d(z, y) for all x, y, z ∈ X.

Then d is called a cone metric on X, and the set X with a cone metric d is called a cone metric
space and it is denoted by (X, d).

Definition 2.2. A vector valued function λ : X × X → E is said to be a λ-function if for all
x, y ∈ X,

(λ1) λ(x, y) ≥ 0,

(λ2) x /=y ⇒ λ(x, y)/= 0.

A nonempty set X with a λ-function is called a λ-space, and it is denoted by (X, λ).
Clearly, every cone metric space is a λ-space, but the converse is not true; see below,

Example 2.4.

Definition 2.3. (i) A sequence {xn}n∈� in a λ-space (X, λ) is said to be the following:

(a) λ-Cauchy sequence (resp., quasi-λ-Cauchy sequence) if for every c ∈ E with c � 0,
there exists a positive integer N such that λ(xn, xm) � c (resp., λ(xn, xm) < c) for
all n,m ≥ N.

(b) λ-convergent (resp., quasi-λ-convergent) if there exists x ∈ X such that for every
c ∈ E with c � 0, there exists a positive integer N such that λ(xn, x) � c (resp.,
λ(xn, x) < c) for all n ≥ N. In this case, we say that {xn} λ-converges (resp., quasi-

λ-converges) to x in (X, λ), and we denote it by xn
λ−→ x (resp., xn

q−λ−−−→ x). The point
x ∈ X is called a λ-limit point (resp., quasi-λ-limit point) of the sequence {xn}.

(ii) A λ-space (X, λ) is said to be λ-complete (resp., quasi-λ-complete) if every λ-Cauchy
sequence (resp., quasi-λ-Cauchy sequence) is a λ-convergent (resp., quasi-λ-convergent)
sequence.

(iii) A subset D of a λ-space (X, λ) is said to be the following:

(a) λ-closed (resp., quasi-λ-closed) in (X, λ) if for every x ∈ X with a sequence {xn} ⊂ D
such that {xn}λ-converges (resp., quasi-λ-converges) to x in (X, λ), then x ∈ D; the
λ-closure of a set D in (X, λ) is the intersection of all λ-closed sets containing D.

(b) λ-open (resp., quasi-λ-open) in (X, λ) if Dc = X \ D (the complement of D in X) is
λ-closed (resp., quasi-λ-closed).

If E = � and P = �+ , then the definitions of quasi-λ-Cauchy sequence and quasi-λ-convergent
sequence are equal to the ones of λ-Cauchy sequence and λ-convergent sequence, respectively.

Example 2.4. Let X = E = � and P = �+ . Define λ : X ×X → E by

λ
(

x, y
)

=

⎧

⎨

⎩

∣
∣x − y

∣
∣ if x, y ∈ � (rational numbers),

1 otherwise.
(2.2)
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Then, λ is a λ-function and (X, λ) is a λ-space. But (X, λ) is not a cone metric space.
Furthermore, the subset � is λ-closed in (X, λ).

Proof. If x ∈ X with a net {xn}n∈� ⊂ � such that xn
λ−→ x, then x ∈ �. Indeed, suppose that

x /∈�, then λ(xn, x) = 1 for all n ∈ �. This contradicts the fact that xn
λ−→ x.

Lemma 2.5. If xn
λ−→ x, then for every subsequence {xnk} of {xn}, one has xnk

λ−→ x. Similar results
for λ-Cauchy sequences, quasi-λ-convergent sequences and quasi-λ-Cauchy sequence also hold.

Proof. By definition, for any c � 0, there exists a positive integer N such that λ(xn, x) � c
for all n ≥ N. For every subsequence {xnk} of {xn}, we have λ(xn, x) � c for all nk ≥ N and
hence {xnk} also λ-converges to x.

Remark 2.6. (a) If (X, d) is a cone metric space, and if we replace λ by d in Definition 2.3 (i)
and (ii), we obtain the definitions of a d-Cauchy sequence and d-convergent sequence in a
cone metric space and the definition of a d-complete cone metric space in [28], respectively.
If there is no danger of confusion, then we will not use the letter d before these definitions.

(b) As it is proved in [28], every convergent sequence is a Cauchy sequence in a cone
metric space. But this assertion is not true for a λ-convergent sequence in (X, λ). For example,
let X = E = � and P = �+ . Define λ : X ×X → E by

λ
(

x, y
)

=

⎧

⎨

⎩

∣
∣x − y

∣
∣ if x = 0 or y = 0,

1 otherwise.
(2.3)

Then, {1/n}n∈� is a λ-convergent sequence with λ-limit 0, but it is not a λ-Cauchy sequence.
(c) With the help of λ-open (resp., quasi-λ-open) sets and λ-closed (resp., quasi-λ-

closed) sets, we can easily endowX with topology which would be weaker than the topology
generated by quasimetric spaces and cone metric spaces.

Proof. (i) It is obvious that the empty set ∅ and X are λ-closed sets.

(ii) Let A and B be λ-closed sets, and let {xn} ⊂ A ∪ B be a sequence such that xn
λ−→ x

for some x ∈ X (Note that this x may not be unique). For each such x with xn
λ−→ x, without

loss of generality, we can extract a subsequence {xnk} ⊂ A of {xn}. Since {xnk}λ-converges to
x in (X, λ) and A is λ-closed, then x ∈ A ⊂ A ∪ B, and therefore the set A ∪ B is λ-closed.

(iii) Let {Ai}i∈I be any family of λ-closed sets, and let {yn} ⊂ ⋂

i∈I Ai be any sequence

which λ-converges to y in (X, λ). Then, for each i ∈ I, {yn} ⊂ Ai and yn
λ−→ y ∈ Ai since Ai is

λ-closed. Therefore, y ∈ ⋂

i∈I Ai, and hence
⋂

i∈I Ai is a λ-closed set. Therefore, λ-space (X, λ)
is a topological space with the topology consists of all λ-open sets.

The proof for the case of quasi-λ-closed sets or quasi-λ-open sets lies on the same lines
of the above proof.

Definition 2.7. Let A be a nonempty subset of a λ-space (X, λ), and let {An} be a sequence of
nonempty subsets in (X, λ). We adopt the following notations.

(i) δ(A) < c for some c ∈ E with c ≥ 0 if λ(x, y) < c for all x, y ∈ A.

(ii) ρ(A) = sup{‖λ(x, y)‖ : x, y ∈ A} if E is a normed vector space with an ordered cone
P .
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(iii) δ(An)
λ−→ 0 of the first type if for every c ∈ E with c > 0, there exists a positive

integer N such that δ(An) < c for all n ≥ N.

(iv) δ(An)
λ−→ 0 of the second type if for every c ∈ E with c � 0, there exists a positive

integer N such that δ(An) < c for all n ≥ N.

(v) δ(An)
λ−→ 0 of the first type w.r.t. {yn} ⊆ X if for every c ∈ E with c > 0, there exists

a positive integer N such that for each n ≥ N, we have λ(yn, u) < c for all u ∈ An.

(vi) δ(An)
λ−→ 0 of the second type w.r.t. {yn} ⊆ X if for every c ∈ E with c � 0, there

exists a positive integer N such that for each n ≥ N, we have λ(yn, u) < c for all
u ∈ An.

Now, we recall the definitions of τ-functions and weak τ-functions.

Definition 2.8 (see [17]). Let (X, d) be a metric space. A function p : X ×X → �+ is said to be
a τ-function if the following conditions are satisfied.

(τ1) For all x, y, z ∈ X, p(x, z) ≤ p(x, y) + p(y, z).

(τ2) p(x, ·) is �+ -lower semicontinuous, for each x ∈ X.

(τ3) For any sequences {xn} and {yn} in X with lim supn→∞{p(xn, xm) : m > n} = 0 and
limn→∞p(xn, yn) = 0, one has limn→∞d(xn, yn) = 0.

(τ4) For x, y, z ∈ X, p(x, y) = 0, and p(x, z) = 0 imply y = z.

Definition 2.9. Let (X, d) be a quasimetric space (i.e., symmetricity is not required). A function
p : X ×X → �+ is said to be a weak τ-function if the conditions (τ1), (τ3), and (τ4) hold.

Remark 2.10. The definition of weak τ-functions on a metric space is given in [15].

Definition 2.11 (see [27]). Let F : X → 2X be a multivalued map. A point x ∈ X is said to be
a critical point of F if and only if F(x) = {x}.

3. Critical Point Theorems

We present the following critical point theorem in the setting of λ-spaces.

Theorem 3.1. Let (X, λ) be a quasi-λ-complete space, and let F : X → 2X be a multivalued map
with nonempty quasi-λ-closed values. Assume that

(i) for all x, y ∈ X, y ∈ F(x) implies F(y) ⊆ F(x),

(ii) for every sequence {xn} with xn+1 ∈ F(xn), one has δ(F(xn))
λ−→ 0 of the first type.

Then, for each x̂ ∈ X, there exists x∗ ∈ F(x̂) such that F(x∗) = {x∗} and λ(x∗, x∗) = 0.

Proof. For any fixed x̂ ∈ X, let x1 = x̂ and take xn+1 ∈ F(xn) for all n ∈ �. By conditions (i)

and (ii), we have F(xn+1) ⊆ F(xn) for all n ∈ � and δ(F(xn))
λ−→ 0 of the first type. So, for any

c ∈ E with c > 0, there exists a positive integerN such that

λ
(

yn, zn
)

< c ∀yn, zn ∈ F(xn) whenever n ≥ N. (3.1)
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Therefore, {xn} is a quasi-λ-Cauchy sequence in (X, λ). Since (X, λ) is a quasi-λ-complete,
{xn} quasi-λ-converges to some point x in (X, λ) (Note that the above quasi-λ-limit point x
may not be unique). For each quasi-λ-limit point x∗ of {xn}, x∗ ∈ F(xn) for all n ∈ � because

F(xn) is quasi-λ-closed and F(xn+1) ⊆ F(xn) for all n ∈ �. Since δ(F(xn))
λ−→ 0 of the first type,

we have

⋂

n∈�
F(xn) = {x∗}. (3.2)

Indeed, if there exists y ∈ ⋂

n∈� F(xn)with y /=x∗, let c′ = λ(x∗, y) > 0. Since δ(F(xn))
λ−→

0 of the first type, there exists a positive integer N ′ such that δ(F(xn)) < c′/2 for all n ≥ N ′.
Then, c′ = λ(x∗, y) < c′/2. This leads to a contradiction. Therefore, ∅/=F(x∗) ⊆ ⋂

n∈� F(xn) =
{x∗}, and hence F(x∗) = {x∗}. Therefore, for each quasi-λ-limit point x∗ of {xn}, we have
F(x∗) =

⋂

n∈� F(xn) = {x∗} and hence the net {xn} has a unique quasi-λ-limit point, say x

with F(x) = {x}. Further, since δ(F(xn))
λ−→ 0 of the first type, λ(x, x) = 0.

Example 3.2. Let X = E = � and P = �+ . Define λ : X ×X → E by

λ
(

x, y
)

= max
{|x|, ∣∣y∣∣}. (3.3)

Then (X, λ) is a λ-space but it is neither a cone metric space nor a quasimetric space. If we
define a multivalued map F on X by

F(x) =

⎧

⎪
⎨

⎪
⎩

(

−|x|
2
,
|x|
2

)

if x /= 0,

{0} if x = 0.
(3.4)

Then, all the conditions of Theorem 3.1 are satisfied, and hence there exists a critical point of
F in (X, λ), but neither [27, Theorem 3.1] nor [15, Lemma 3.4] is applicable in this example.
In fact, F(0) = {0} and λ(0, 0) = 0.

Remark 3.3. When E = �, P = �+ and (X, λ) is a metric space, Theorem 3.1 reduces to Theorem
3.1 in [27].

For a transitive relation� (i.e., x�y and y�z imply x�z) in a topological space Y , we
say that

(i) � is lower closed if for any �-monotone (i.e., · · ·�xn� · · ·�x2�x1) convergent
sequence xn → x one has x�xn for all n ∈ �,

(ii) a subset A ⊆ Y is �-complete if any Cauchy sequence in A (if the definition of
Cauchy sequence is given) which is �-monotone converges to a point of A.

Remark 3.4. If the relation� on (X, λ) in Theorem 3.1 is given by

x�y ⇐⇒ x ∈ F
(

y
) ∀x, y ∈ X, (3.5)
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then the assumptions “F has quasi-λ-closed values” and “quasi-λ-completeness of (X, λ)” in
Theorem 3.1 (in fact, in all the results of this paper) can be replaced by the assumptions “� is
lower closed” and “F(x) is �-complete for all x ∈ X”, respectively.

Proof. Construct a net {xα} in the same manner as in Theorem 3.1. From conditions (i) and

(ii) of Theorem 3.1, we have xn+1�xn for all n ∈ � and δ(F(xn))
λ−→ 0 of the first type. So, for

any c ∈ E with c > 0, there exists a positive integer N such that

λ
(

yn, zn
)

< c ∀yn, zn ∈ F(xn) whenever n ≥ N. (3.6)

Therefore, {xn} is a �-monotone quasi-λ-Cauchy sequence in (X, λ). Since (X, λ) is �-
complete, there exists x ∈ X such that x�xn for all n ∈ � (note that the above limit x may
not be unique). Following the same argument as in the proof of Theorem 3.1, we obtain the
conclusion.

Remark 3.5. In Theorem 3.1, if (X, λ) is λ-complete (not necessarily quasi-λ-complete), F has
λ-closed values (not necessarily quasi-λ-closed values), and if we assume further that the
vector space E is a normed space, then the condition (ii) of Theorem 3.1 can be replaced by
the following condition.

(ii)
′
For every sequence {xn}with xn+1 ∈ F(xn), we have limn→∞ρ(F(xn)) = 0.

Proof. Let λ′ : X ×X → �+ be defined as

λ′(x, y
)

=
∥
∥λ

(

x, y
)∥
∥ ∀x, y ∈ X. (3.7)

Then, a λ′-Cauchy sequence in (X, λ′) is a λ-Cauchy sequence in (X, λ).
For it, let {xn} be a λ′-Cauchy sequence in (X, λ′). Since c � 0 means that c ∈ intP ,

for each fixed c ∈ E with c � 0, there exists ε > 0 such that B(c, ε) ⊂ intP . Since
limn→∞ρ(F(xn)) = 0, there exists a positive integer N such that ‖λ(x, y)‖ < ε for all
x, y ∈ F(xn) whenever n ≥ N. Then, c − λ(x, y) ∈ int P for all x, y ∈ F(xn) whenever n ≥ N,
and hence λ(x, y) � c for all x, y ∈ F(xn) whenever n ≥ N. Therefore, sequence {xn} is a
λ-Cauchy sequence in (X, λ).

Since (X, λ) is λ-complete, a λ′-Cauchy sequence in (X, λ′) is λ-convergent in (X, λ).
For any fixed x̂ ∈ X, by the same argument as in the proof of Theorem 3.1, there exists

x∗ ∈ X such that x∗ ∈ F(xn) for all n ∈ � with x1 = x̂. Since limn→∞ρ(F(xn)) = 0, we have

⋂

n∈�
F(xn) = {x∗}. (3.8)

Indeed, if there exists y ∈ ⋂

n∈� F(xn) with y /=x∗, let c′ = λ(x∗, y) > 0, then

∥
∥c′

∥
∥ =

∥
∥λ

(

x∗, y
)∥
∥ ≤ ρ(F(xn)) ∀n ∈ �. (3.9)

Since limn→∞ρ(F(xn)) = 0, 0 < ‖c′‖ ≤ 0. This leads to a contradiction. Therefore, ∅/=F(x∗) ⊆
⋂

n∈� F(xn) = {x∗} for all λ-limit points x∗ of {xn}. Then, following the same argument as
Theorem 3.1 to complete the proof.
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Lemma 3.6. Let (X, λ) be a λ-space, and let E be a normed vector space with an ordering cone P . Let
{An} be a sequence of subsets of X such that An+1 ⊆ An for all n ∈ �. Then, limn→∞ρ(An) = 0

implies δ(An)
λ−→ 0 of the second type in (X, λ). Moreover, the converse holds if P is a normal cone.

Proof. Let limn→∞ρ(An) = 0. For any fixed c ∈ E with c � 0, there exists ε > 0 such that
B(c, ε) ⊂ intP . Since limn→∞ρ(An) = 0, there exists a positive N such that

∥
∥λ

(

x, y
)∥
∥ < ε ∀x, y ∈ An whenever n ≥ N. (3.10)

Then,

c − λ
(

x, y
) ∈ intP ∀x, y ∈ An whenever n ≥ N, (3.11)

and hence

λ
(

x, y
) � c ∀x, y ∈ An whenever n ≥ N. (3.12)

Therefore, δ(An)
λ−→ 0 of the second type in (X, λ).

Conversely, assume that E is ordered by a normal cone P and δ(An)
λ−→ 0 of the second

type in (X, λ). For any fixed c′ ∈ E with c′ � 0, there exists a positive N ′ such that

λ
(

x, y
)

< c′ ∀x, y ∈ An whenever n ≥ N ′. (3.13)

Then,

∥
∥λ

(

x, y
)∥
∥ ≤ K

∥
∥c′

∥
∥ ∀x, y ∈ An whenever n ≥ N ′, (3.14)

where K is the normal constant of P . Since c′ was arbitrary, the proof is completed.

Lemma 3.7. Let E be a normed vector space ordered by a normal cone P , then the following statements
are equivalent.

(i) {xn} is a λ-Cauchy sequence in (X, λ).

(ii) For every ε > 0, there exists a positiveN such that ‖λ(xi, xj)‖ < ε for all i, j ≥ N.

Proof. It follows by taking An = {xk}∞k=n in Lemma 3.6.

Remark 3.8. Note that the topological space (X, d) in [28] is assumed to be a cone metric
space. Therefore, Lemma 3.7 generalizes [28, Lemma 4] Example 3.9; see below. Further, as
a consequence of Remark 3.4 and Lemma 3.6, if E is assumed to be a normed vector space
with a normal ordering cone P , (X, λ) is λ-complete (not necessarily quasi-λ-complete) and
the values of mapping F is λ-closed (not necessarily quasi-λ-closed). Then, the condition (ii)
of Theorem 3.1 can be replaced by the following.

(ii)′′ For every sequence {xn} with xn+1 ∈ F(xn), we have δ(F(xn))
λ−→ 0 of the second

type.
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Example 3.9. In Example 3.2, (X, λ) is a λ-space but not a cone metric space. By Lemma 3.7,
{1/n}n∈� is a λ-Cauchy sequence but [28, Lemma 4] is not applicable.

Now, we establish a critical point theorem in the setting of cone metric spaces.

Theorem 3.10. Let (X, d) be a complete cone metric space, E a normed vector space, and F : X → 2X

a multivalued map with nonempty closed values. Assume that

(i) for all x, y ∈ X, y ∈ F(x) implies F(y) ⊆ F(x),

(ii) for every sequence {xn} with xn+1 ∈ F(xn), one has limn→∞‖d(xn, xn+1)‖ = 0.

Then, for each x̂ ∈ X, there exists x∗ ∈ F(x̂) such that F(x∗) = {x∗}.

Proof. Without loss of generality, we may assume that for each x ∈ X, F(x) is bounded; that
is, ρ(F(x)) exists. For any given ε > 0 and any fixed element x̂ ∈ X, let x1 = x̂ and choose
x2 ∈ F(x1) such that

‖d(x1, x2)‖ >
ρ(F(x1))

2
− ε

2
. (3.15)

Continuing in this way, we obtain a sequence {xn}n∈� such that xn+1 ∈ F(xn) and

‖d(xn, xn+1)‖ >
ρ(F(xn))

2
− ε

2n
, ∀n ∈ �. (3.16)

Since limn→∞‖d(xn, xn+1)‖ = 0 and ε is arbitrary positive number, we have

lim
n→∞

ρ(F(xn)) = 0. (3.17)

By Lemma 3.7, sequence {xn}n∈� is a Cauchy sequence in (X, d). Since (X, d) is complete,
{xn} converges to some x∗ ∈ X. By hypothesis, F(xn) is closed and F(xn+1) ⊆ F(xn) for all
n ∈ �. Then, x∗ ∈ F(xn) for all n ∈ �. Since limn→∞ρ(F(xn)) = 0, we have

⋂

n∈�
F(xn) = lim

n→∞
F(xn) = {x∗}. (3.18)

Indeed, if there exists y ∈ ⋂

n∈� F(xn) with y /=x∗. Then,

0 <
∥
∥d

(

x∗, y
)∥
∥ ≤ ρ(F(xn)), ∀n ∈ �,

ρ(F(xn)) −→ 0 as n −→ ∞.
(3.19)

This leads to a contradiction. Therefore, ∅/=F(x∗) ⊆ ⋂

n∈� F(xn) = {x∗}, and hence F(x∗) =
{x∗}.
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Remark 3.11. We observe that if E is a normed space and {An}n∈� is a sequence of subsets in
a cone metric space (X, d) with An+1 ⊆ An for all n ∈ �, then the following statements are
equivalent:

(a) limn→∞ρ(An) = 0,

(b) for any sequence {an} with an ∈ An, limn→∞‖d(an, an+1)‖ = 0.

The following result characterizes the λ-completeness of a λ-space.

Theorem 3.12. Let (X, λ) be a λ-space, E a normed space ordered by a normal cone P , and F : X →
2X a multivalued map with nonempty λ-closed values. Assume that

(i) for all x, y ∈ X, y ∈ F(x) implies F(y) ⊆ F(x),

(ii) for every sequence {xn} with xn+1 ∈ F(xn), one has δ(F(xn))
λ−→ 0 of the second type in

(X, λ),

(iii) for all x, y, z ∈ X, λ(x, z) ≤ λ(x, y) + λ(y, z).

Then, the multivalued map F has a critical point in X if and only if (X, λ) is λ-complete.

Proof. The sufficiency follows from Remark 3.5 and Lemma 3.6 (condition (iii) is not used).
We now show the necessity. Let {xn}n∈� be a λ-Cauchy sequence in (X, λ). If x ∈

{xn}n∈� (the λ-closure of {xn}n∈� in (X, λ)), then by condition (iii), either x = xn for some
n ∈ � or x is a λ-limit point of {xn}n∈�. Let An = {xk}∞k=n (the λ-closure of {xk}∞k=n in (X, λ)).
For each x ∈ {xn}n∈�, we consider the following two cases:

(i) x ∈ {xn}n∈�, then x = xk ∈ Ak /= ∅ for some k ∈ �,
(ii) x ∈ {xn}n∈� \ {xn}n∈�, then x ∈ An for all n ∈ �. Indeed, if x ∈ {xn}n∈� \ {xn}n∈�,

then x is a λ-limit point of {xn}n∈�, and hence x ∈ An for all n ∈ �. In this case,
x ∈ ⋂

n∈�An /= ∅.

Define a multivalued mapping F : {xn} → 2{xn} by

F(x) =

⎧

⎪⎨

⎪⎩

An if x = xn for some n ∈ �,
⋂

n∈�
An otherwise.

(3.20)

Then, x ∈ F(x)/= ∅ for all x ∈ {xn}n∈�.
Since {xn}n∈� is a λ-Cauchy sequence in (X, λ), then for each c � 0, there existsN ∈ �

such that λ(xn, xm) � c/2 for all m,n ≥ N. Then, by condition (iii), for each n > N and
x, y ∈ An, we have

λ
(

x, y
) ≤ λ(x, xn) + λ

(

xn, y
) � c

2
+
c

2
= c. (3.21)

Then, δ(An)
λ−→ 0 of the second type in (X, λ). For each {un}n∈� in {xn} with un+1 ∈ F(un) for

all n ∈ �, we consider the following two cases.
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Case 1. {un}n∈� is a subsequence of {xn}n∈�.

Case 2. there exists n ∈ � such that un ∈ {xn}n∈� \ {xn}n∈�.

In Case 1, δ(F(un)) = δ(F(xnk ))
λ−→ 0 of the second type for some subsequence {xnk} of

{xn}n∈�. In Case 2, F(un) =
⋂

k∈�Ak for some n ∈ �. Since δ(An)
λ−→ 0 of the second type in

(X, λ), δ(F(un))
λ−→ 0 of the second type. Then, the condition (ii) is satisfied.

For each x, y ∈ {xn}n∈� with y ∈ F(x), we consider the following two cases.

Case 1. x = xn for some n ∈ �, then y = xm for some m ≥ n or y is a λ-limit point of {xn}n∈�.
Then F(x) = An and F(y) = Am for some m ≥ n or F(y) =

⋂

n∈�An.

Case 2. x is a λ-limit point of {xn}n∈�, then y is also a λ-limit point of {xn}n∈�. Then, F(x) =
F(y) =

⋂

n∈�An.

In either cases, we have that F(y) ⊆ F(x) and condition (i) is satisfied. By assumption,
there exists a critical point of F, say x∗ ∈ X. Then, x∗ ∈ An for all n ∈ �. Indeed, if x∗ = xn for
some n ∈ �, then {xn} = {x∗} = F(x∗) = F(xn) = An. Then, xm = x∗ = xn for all m ≥ n and
hence x∗ ∈ An =

⋂

k∈�Ak. If x∗ /=xn for all n ∈ �, then x∗ ∈ ⋂

n∈�An. In either cases, we have

that x∗ ∈ ⋂

n∈�An. Since P is normal and δ(An)
λ−→ 0 of the second type in (X, λ), for each

ε > 0, there exists N ∈ � such that ‖λ(xn, x∗)‖ < ε for all n ≥ � by Lemma 3.6. Since for every
fixed c � 0, there exists δ > 0 such that B(c, δ) ⊆ int P and so c − λ(xn, x∗) ∈ intP as n large
enough. Hence, λ(xn, x

∗) � c as n large enough. Therefore, the sequence {xn} λ-converges to
x∗ in (X, λ).

Corollary 3.13. Let (X, d) be a cone metric space, E a normed vector space ordered by a normal cone
P , and F : X → 2X be a multivalued map with nonempty closed values in (X, d). Suppose that

(i) for all x, y ∈ X, y ∈ F(x) implies F(y) ⊆ F(x),

(ii) δ(An)
d−→ 0 of the second type in (X, d).

Then, F has a critical point in X if and only if (X, d) is d-complete.

We next establish another critical point theorem which generalizes the main result in
[15].

Theorem 3.14. Let (X, λ) be a quasi-λ-complete space, and let F : X → 2X be a multivalued map
with nonempty quasi-λ-closed values. Suppose that

(i) for all x, y ∈ X, y ∈ F(x) implies F(y) ⊆ F(x),

(ii) {xn}n∈� is a sequence in (X, λ) with xn+1 ∈ F(xn), and there exists {yn}n∈� with yn ∈
F(xn) such that δ(F(xn))

λ−→ 0 of the first type w.r.t. {yn}n∈� in (X, λ),

(iii) every quasi-λ-convergent net in (X, λ) has a unique limit.

Then there exists x∗ ∈ F(x1) such that F(x∗) = {x∗}.

Proof. Let {xn} and {yn} be the sequences given by condition (ii). Ifm,n ∈ �, m > n, by (i), we

have ym ∈ F(xm) ⊆ F(xn). Since δ(F(xn))
λ−→ 0 of the first typew.r.t. {yn}n∈� in (X, λ), for every

c ∈ Ewith c > 0, there exists a positive integerN such that λ(yn, ym) < cwheneverm,n ≥ N.
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Therefore, {yn} is a quasi-λ-Cauchy sequence in (X, λ). Since (X, λ) is quasi-λ-complete, {yn}
quasi-λ-converges to some x∗ ∈ X. Since F(xn) is quasi-λ-closed and F(xn+1) ⊆ F(xn) for all

n ∈ �, we have x∗ ∈ F(xn) for all n ∈ �. Since δ(F(xn))
λ−→ 0 of the first type w.r.t. {yn} in

(X, λ), we obtain F(x∗) = {x∗}. Indeed, for each y ∈ F(x∗) ⊆ ⋂

n∈� F(xn), since δ(F(xn))
λ−→ 0

of the first type w.r.t. {yn} in (X, λ), both x∗ and y are quasi-λ-limit points of {yn}n∈�. Since
the limit is assumed to be unique, x∗ = y and F(x∗) = {x∗}.

Remark 3.15. The uniqueness assumption of the limit in Theorem 3.14 holds if for each x ∈ X,
one of the following conditions is satisfied:

(A) limn→∞λ(xn, x) = 0 implies limn→∞λ(x, xn) = 0 and for each y ∈ X, either λ(x, y) ≤
λ(x, z) + λ(z, y) or λ(y, x) ≤ λ(y, z) + λ(z, x) for all z ∈ X,

(B) λ(x, x) = 0 and for each y ∈ X, λ(x, y) ≤ λ(z, x) + λ(z, y) for all z ∈ X.

Indeed, it is obvious that condition (B) implies the symmetricity of λ and thus implies
condition (A). If condition (A) holds and both x and y are quasi-λ-limit of sequence {xn}n∈�.
We have λ(xn, x)

q−λ−−−→ 0 and λ(xn, y)
q−λ−−−→ 0. Further, either

λ
(

x, y
) ≤ λ(x, xn) + λ

(

xn, y
) q−λ−−−→ 0 as n −→ ∞, (3.22)

or

λ
(

y, x
) ≤ λ

(

y, xn

)

+ λ(xn, x)
q−λ−−−→ 0 as n −→ ∞. (3.23)

In either cases, we have x = y.

Now, we provide an example which shows that limit in a quasimetric spaces can be
not unique.

Example 3.16. Let X = [0, 1] and define d : X ×X → �+ by

d
(

x, y
)

=

⎧

⎪⎪⎪
⎨

⎪⎪⎪⎩

y − x if y ≥ x,

1 + y − x if y < x but
(

x, y
)

/= (1, 0),

1 if
(

x, y
)

= (1, 0).

(3.24)

Obviously, for each x, y ∈ X, we have d(x, y) ≥ 0 and d(x, y) = 0 if and only if x = y.
We show that d(x, y) ≤ d(x, z)+d(z, y) for all x, y, z ∈ X. Consider the following three cases:

(a) x < y,

(b) x > y but (x, y)/= (1, 0),

(c) (x, y) = (1, 0).
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For Case (a)

If x < z < y, then

d
(

x, y
)

= y − x = (z − x) +
(

y − z
)

= d(x, z) + d
(

z, y
)

, (3.25)

if z < x < y, then

d
(

x, y
)

= y − x < y − z = d
(

z, y
) ≤ d(x, z) + d

(

z, y
)

, (3.26)

if x < y < z, then

d
(

x, y
)

= y − x < z − x = d(x, z) ≤ d(x, z) + d
(

z, y
)

. (3.27)

For Case (b)

If x > z > y, then

d
(

x, y
)

= 1 + y − x < 1 + z − x = d(x, z) ≤ d(x, z) + d
(

z, y
)

, (3.28)

if z > x > y, then

d
(

x, y
)

= 1 + y − x = (z − x) +
(

1 + y − z
)

= d(x, z) + d
(

z, y
)

, (3.29)

if x > y > z, then

d
(

x, y
)

= 1 + y − x = (1 − x + z) +
(

y − z
)

= d(x, z) + d
(

z, y
)

. (3.30)

For Case (c)

For any z ∈ (0, 1),

d
(

x, y
)

= 1 = z + (1 − z) = d(x, z) + d
(

z, y
)

. (3.31)

Since d(0, 1/3) = 1/3/= 2/3 = d(1/3, 0), (X, d) is a quasimetric space but not a metric space.
Further, for every sequence {xn} ⊆ [0, 1) increasing to 1, we have

d(xn, 1) = 1 − xn −→ 0, d(xn, 0) = 1 − xn −→ 0. (3.32)

Then, both 1 and 0 are limits of the convergent sequence {xn} in (X, d), but 1/= 0 in (X, d) for
d(1, 0) = d(0, 1) = 1/= 0. Therefore, limit in a quasimetric space (X, d) is not always unique.
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The following example shows that in the setting of quasimetric spaces condition (A)
in Remark 3.11 is a reasonable assumption.

Example 3.17. Let X = � and define d : X ×X → �+ by

d
(

x, y
)

=

⎧

⎨

⎩

y − x if x ≤ y,

−2(y − x
)

if x > y.
(3.33)

Then, (X, d) is a quasimetric space, but not a metric space. Further, it is easy to verity that
condition (A) in Remark 3.15 holds.

Remark 3.18. In Theorems 3.1 and 3.14, the assumptions “(X, λ) is quasi-λ-complete” and “F
has nonempty quasi-λ-closed values” is imposed to guarantee quasi-λ-limit x∗ of a sequence
{xn} ⊂ X such that x∗ ∈ ⋂

n∈� F(xn). Therefore, these assumptions can be replaced by the
following condition: there exists x ∈ X such that x ∈ F(x) for all x ∈ X.

Indeed, for any fixed x̂ ∈ X, take a sequence {xn}∞n=1 with x1 = x̂ and xn+1 ∈ F(xn)
for all n ∈ �, we have x ∈ ⋂

n∈� F(xn). By the same argument as in the proof of Theorem 3.1
(also, Theorem 3.14), we see that F(x) = {x}.

As a corollary of Theorem 3.14 and Remark 3.15, we have the following result, which
generalizes one of the main tools in [15, 16].

Corollary 3.19. Let (X, d) be a quasimetric space having a unique limit of a convergent sequence, p
a weak τ-function on X, and F : X → 2X a multivalued map. Assume that {xn} ⊆ X converges to
x ∈ X so that the following conditions are satisfied:

(i) xn+1 ∈ F(xn) and F(xn+1) ⊆ F(xn) for all n ∈ �,
(ii) lim supn→∞{p(xn, u) : u ∈ F(xn)} = 0,

(iii) x ∈ F(xn) for all n ∈ �.

then,
⋂

n∈� F(xn) = {x}.
If, in addition,

(iv) F(x)/= ∅ and F(x) ⊆ F(xn) for all n ∈ �,

then F(x) = {x}.

Proof. Let E = � with P = �+ and define a multivalued mapping G : F(x1) → 2F(x1) by

G(x) =

⎧

⎪⎨

⎪⎩

F(xn), if x ∈ F(xn) x/∈ F(xm) ∀m > n,
⋂

n∈�
F(xn), if x ∈

⋂

n∈�
F(xn).

(3.34)

As an application of Theorem 3.14 and Remark 3.15, it suffices to show that the conditions (i)
and (ii) implies δ(F(xn)) → 0 of the first type w.r.t. {xn} in (X, d). First, we show that for
each sequence, {un} ⊆ X such that un ∈ F(xn), we have limn→∞d(xn, un) = 0.



Fixed Point Theory and Applications 15

Indeed, since lim supn→∞{p(xn, u) : u ∈ F(xn)} = 0, we have

lim
n→∞

p(xn, un) ≤ lim sup
n→∞

{

p(xn, u) : u ∈ F(xn)
}

= 0,

lim sup
n→∞

{

p(xn, xm) : m > n
} ≤ lim sup

n→∞

{

p(xn, u) : u ∈ F(xn)
}

= 0.
(3.35)

By (τ3), limn→∞d(xn, un) = 0.
We will show that limn→∞supu∈F(xn)d(xn, u) = 0. Suppose to the contrary that there

exists ε > 0 and sequence {unk}with unk ∈ F(xnk ) such that for each nk, we have d(xnk , unk) ≥
ε. This contradicts the fact that limk→∞d(xnk , unk ) = 0. Since G(xn) ⊆ F(xn) for all n ∈ � and
limn→∞supu∈F(xn)d(xn, u) = 0, then δ(G(xn)) → 0 (is of the first type) w.r.t. {xn}n∈� in (X, d)
and xn ∈ G(xn) for all n ∈ �. By the definition of mapping G, for all x, y ∈ X with y ∈ G(x),
we have G(y) ⊆ G(x). Indeed, G(x) = F(xn) and G(y) = F(xk) for some n, k ∈ �. Since
y ∈ G(x) = F(xn), then by the definition of mapping G, we have that k ≥ n. Then, G(y) =
F(xk) ⊆ F(xn) = G(x). Then, by Theorem 3.14 and Remark 3.15., there exists x∗ ∈ X such that
G(x∗) = {x∗}. Since x ∈ ⋂

n∈� F(xn) ⊆ G(x∗), then x = x∗. Therefore
⋂

n∈� F(xn) = {x}.

Remark 3.20. In Corollary 3.19., if (X, d) is a metric space, then Corollary 3.19. reduces to
Lemma 3.4 in [15]. In the proof of Corollary 3.19, we have shown that the condition (ii) of
Corollary 3.19 implies condition (ii) of Theorem 3.14. Khanh and Quy [16] showed that if a
sequence {xn} is asymptotic by p, then {xn} satisfies condition (ii) of Corollary 3.19.

4. Ekeland Type Variational Principles

Definition 4.1. Let (X, d) be a metric space. An extended real-valued function f : X →
(−∞,+∞] is said to be lower semicontinuous from above (in short, lsca) at x0 ∈ X if for any
sequence {xn} in X with xn → x0 and f(x1) ≥ f(x2) ≥ · · · ≥ f(xn) ≥ · · · imply that
f(x0) ≤ limn→∞f(xn). The function f is said to be lsca on X if f is lsca at every point of
X.

Definition 4.2. Let E be a normed vector space ordered by a cone P . Then, we have the
following.

(i) E is called well-normedwith respect to P if there exists S ∈ �+ such that

n∑

k=1

‖vk‖ ≤ S

∥
∥
∥
∥
∥

n∑

k=1

vk

∥
∥
∥
∥
∥

∀n ∈ �, where vk ∈ P ∀k ∈ �. (4.1)

The least positive number S satisfying inequality (4.1) is called well-normed constant
of P .

(ii) E satisfies condition (L) if for all n ∈ �,

n∑

k=1

vk ≤ v for some v ∈ E, where vk ∈ P ∀k ∈ �, (4.2)

then limn→∞‖vn‖ = 0.
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Example 4.3. For each n ∈ �, let �n be ordered by the cone P = �n
+ . Then, �

n is not only
well-normed with well norm constant S =

√
n but also satisfies condition (L).

Definition 4.4 (see [20]). LetX be a topological space, E be a topological vector space ordered
by a cone P , and F : X → 2E a multivalued map and dom(F) = {x ∈ X : F(x)/= ∅}. F is said
to be

(i) upper P -continuous at x ∈ dom(F) if for any neighborhood V of the origin 0 of
E, there exists a neighborhood U of x such that F(x) ⊆ F(x) + V + P for all x ∈
U ∩ dom(F),

(ii) lower P -continuous at x ∈ dom(F) if for any neighborhood V of the origin 0 of
E, there exists a neighborhood U of x such that F(x) ⊆ F(x) + V − P for all x ∈
U ∩ dom(F).

Remark 4.5 (see [20]). Let X be a topological space, and let f : X → � be a function. It can be
easily verified that the followings statements are equivalent:

(i) f is lower semicontinuous at x,

(ii) f is upper �+ -continuous at x,

(iii) f is lower �+ -continuous at x.

The following lemma plays an important role in this section. For the sake of
completeness of the paper, we give a detailed proof of this lemma.

Lemma 4.6 (see [20]). Let X be a topological space, E a topological vector space ordered by a cone P
and G, and H : X → 2E multivalued maps with nonempty values. If G is a lower (−P)-continuous
map and H is an upper P -continuous map with compact values, then the set S = {x ∈ X : G(x) ⊆
H(x) + P} is a closed set.

Proof. Let x0 ∈ T = Sc (the complement of S) and z0 ∈ G(x0) such that z0 /∈H(x0) + P . Since
H(x0) + P is closed, there exists a balanced neighborhood V of 0 ∈ E such that

(z0 + V ) ∩ (H(x0) + V + P) = ∅. (4.3)

Since P is a cone, it follows that

(z0 + V − P) ∩ (H(x0) + V + P) = ∅. (4.4)

By the upper P -continuity of H , there exists a neighborhood U of x0 such that

H(x) ⊆ H(x0) + V + P ∀x ∈ U, (4.5)

and hence

H(x) + P ⊆ H(x0) + V + P ∀x ∈ U. (4.6)
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By lower (−P)-continuity of G, we may assume that U is such that

G(x0) ⊆ G(x) + V + P ∀x ∈ U. (4.7)

Since z0 ∈ G(x0), this shows that for all x ∈ U, we can find z ∈ G(x) such that z ∈ z0 − V − P .
Then, for each x ∈ U, we can find z ∈ G(x) such that z/∈H(x) + P . Thus, U is contained in T ,
and S is closed.

We present a version of Ekeland type variational principle in the setting of complete
cone metric spaces.

Theorem 4.7. Let E be a well-normed vector space ordered by a normal cone P . Let (X, d) be a
complete cone metric space, and let f : X → E be a lower (−P)-continuous function, bounded from
below by l. Then, for every ε > 0 and for every x̂ ∈ X, there exists x∗ ∈ X such that

(i) f(x∗) + εd(x∗, x̂) ≤ f(x̂),

(ii) εd(x∗, x)/≤f(x∗) − f(x) for all x ∈ X \ {x∗}.

Proof. Without loss of generality, we may assume that ε = 1. Let

F(x) =
{

y ∈ X : f
(

y
)

+ εd
(

x, y
) ≤ f(x)

} ∀x ∈ X, (4.8)

and take

x1 = x̂, xn+1 ∈ F(xn) ∀n ∈ �. (4.9)

It is easy to verify that for each fixed x ∈ X, d(x, ·) is an upper P -continuous function on X
and thus −d(x, ·) is upper (−P)-continuous. Since f is a lower (−P)-continuous function, by
Lemma 4.6, F is a multivalued map with nonempty closed values. Since E is well-normed,
we have

∞∑

k=1

‖d(xk, xk+1)‖ = lim
n→∞

n∑

k=1

‖d(xk, xk+1)‖

≤ lim
n→∞

K
n∑

k=1

∥
∥f(xk) − f(xk+1)

∥
∥

≤ lim
n→∞

SK

∥
∥
∥
∥
∥

n∑

k=1

f(xk) − f(xk+1)

∥
∥
∥
∥
∥

≤ SK2∥∥f(x1) − l
∥
∥ < ∞.

(4.10)

Then, ‖d(xi, xj)‖ → 0 as i, j → ∞. Therefore, the conclusion follows from Theorem 3.10.

Now, we establish the following Ekeland type variational principle for multivalued
bifunctions in the setting of complete cone metric spaces.
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Theorem 4.8. Let (X, d) be a complete cone metric space, E be a normed vector space with an ordering
cone P that satisfies condition (L), and let F : X ×X → 2E and H : X → 2X be multivalued maps.
For each x ∈ X, suppose that the following conditions hold:

(i) H(x) is a closed subset of X andH(y) ⊆ H(x) for all y ∈ H(x),

(ii) There exists y ∈ H(x) such that F(x, y) + d(x, y) ⊆ −P ,
(iii) Either F(x, ·) is bounded from below onH(x) or

⋂

y∈H(x) F(x, y)/= ∅,
(iv) F(x, z) ⊆ F(x, y) + F(y, z) − P for all y ∈ H(x) and z ∈ H(y);

(v) the map F(x, ·) is lower P -continuous on H(x).

Then, for every ε > 0 and for every x̂ ∈ X, there exists x∗ ∈ H(x̂) such that

(a) x∗ ∈ H(x∗),

(b) F(x̂, x∗) + εd(x̂, x∗) ⊆ −P ,
(c) F(x∗, x) + εd(x∗, x)/⊆ − P for all x ∈ H(x∗) \ {x∗}.

Proof. Without loss of generality, we may assume that ε = 1. For all x ∈ X, let

G(x) =
{

y ∈ X : F
(

x, y
)

+ d
(

x, y
) ⊆ −P}, S(x) = G(x) ∩H(x). (4.11)

It is easy to verify that for each fixed x ∈ X, d(x, ·) is an upper P -continuous function on
X, thus −d(x, ·) is upper (−P)-continuous. By condition (v) and Lemma 4.6, S(x) is a closed
subset of H(x) for all x ∈ X. Since H(x) is a closed subset of X for all x ∈ X, S(x) is also a
closed subset of X for all x ∈ X. For every y ∈ S(x),

F
(

x, y
)

+ d
(

x, y
) ⊆ −P. (4.12)

For every z ∈ S(y),

F
(

y, z
)

+ d
(

y, z
) ⊆ −P. (4.13)

Then,

F(x, z) + d(x, z) ⊆ F
(

x, y
)

+ F
(

y, z
)

+ d
(

x, y
)

+ d
(

y, z
) − P ⊆ −P. (4.14)

Hence, S(y) ⊆ S(x) if y ∈ S(x).
For arbitrary x̂ ∈ X, take the sequence {xn}n∈� with xn+1 ∈ S(xn) for all n ∈ � and

x1 = x̂. We have

F(xn, xn+1) + d(xn, xn+1) ⊆ −P ∀n ∈ �, (4.15)

therefore,

n∑

k=1

F(xk, xk+1) +
n∑

k=1

d(xk, xk+1) ⊆ −P. (4.16)
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By condition (iv),

F(x1, xn+1) +
n∑

k=1

d(xk, xk+1) ⊆
n∑

k=1

F(xk, xk+1) +
n∑

k=1

d(xk, xk+1) − P ⊆ −P. (4.17)

Hence, by condition (iii), there exists l ∈ E such that
∑n

k=1 d(xk, xk+1) ∈ l − P . By condition
(L), we have limn→∞‖d(xk, xk+1)‖ = 0. By Theorem 3.10, there exists x∗ ∈ S(x̂) such that
S(x∗) = {x∗}.

IfH(x) = X for all x ∈ X, then we deduce the following corollary from Theorem 4.8.

Corollary 4.9. Let (X, d) be a complete cone metric space, E a normed vector space with an ordering
cone P that satisfies condition (L), and F : X × X → 2E be a multivalued map. For each x ∈ X,
suppose that the following conditions hold:

(i) there exists y ∈ X such that F(x, y) + d(x, y) ⊆ −P ,
(ii) either F(x, ·) is bounded from below on X or

⋂

y∈X F(x, y)/= ∅,
(iii) F(x, z) ⊆ F(x, y) + F(y, z) − P for all y, z ∈ X,

(iv) the map F(x, ·) is lower P -continuous on X.

Then, for every ε > 0 and for every x̂ ∈ X, there exists x∗ ∈ X such that

(a) F(x̂, x∗) + εd(x̂, x∗) ⊆ −P ,
(b) F(x∗, x) + εd(x∗, x)/⊆ − P for all x ∈ X \ {x∗}.

As an application of Theorem 3.12, we improve Theorem 5.1 in [17].

Theorem 4.10. Let (X, d) be a metric space, f : X → � a lsca function, ϕ : (−∞,∞] → �+ a
nondecreasing function, and p a τ-function on X. Define a binary relation � on X by

y�x ⇐⇒ p
(

x, y
) ≤ ϕ

(

f(x)
)(

f(x) − f
(

y
))

. (4.18)

Suppose that H : X → 2X is a multivalued map with nonempty values, X is �-complete and
f is bounded from below on X, and for each x ∈ X, there exists y ∈ H(x) such that p(x, y) ≤
ϕ(f(x))(f(x) − f(y)). Then, for each u ∈ X, there exists v ∈ X such that

(i) p(u, v) ≤ ϕ(f(u))(f(u) − f(v)),

(ii) p(v, y) > ϕ(f(v))(f(v) − f(y)) for all y ∈ X, y /= v,

(iii) v ∈ H(v).

Proof. Let F(x) = {y ∈ X : y�x}, x1 = u and choose xn+1�xn for all n ∈ �. Then, it is easy
to verify that � is a transitive relation and hence condition (i) of Theorem 3.12 is satisfied.
Let limn→∞xn = v. Since f is lsca, the transitive relation � is lower closed. By the same
arguments in the proof of Theorem 4.7, we see that {xn} is asymptotic by p. As an application
of Theorem 3.12 and Remarks 3.3 and 3.18, we complete the proof.

Remark 4.11. In [17, Theorem 5.1], the function p is assumed to be a strong τ-function (i.e.,
p(x, y) > p(x, x) for all x, y ∈ X with x /=y) and p(x, x) = 0 for all x ∈ X. But as an application
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(Theorem 4.10) of Theorem 3.12, the assumptions above are not necessary and the proof is
much easier.

Remark 4.12. Theorems 4.7–4.10 are generalizations of EVP [2]. To the best of our knowledge,
there is almost no EVP results in the setting of cone metric spaces.
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