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A class of Soblove type multivariate function is approximated by feedforward network with one
hidden layer of sigmoidal units and a linear output. By adopting a set of orthogonal polynomial
basis and under certain assumptions for the governing activation functions of the neural network,
the upper bound on the degree of approximation can be obtained for the class of Soblove functions.
The results obtained are helpful in understanding the approximation capability and topology
construction of the sigmoidal neural networks.

1. Introduction

Artificial neural networks have been extensively applied in various fields of science
and engineering. Why is so mainly because the feedforward neural networks (FNNs)
have the universal approximation capability [1-13]. A typical example of such universal
approximation assertions states that, for any given continuous function defined on a compact
set K of RY, there exists a three-layer of FNN so that it can approximate the function
arbitrarily well. A three-layer of FNN with one hidden layer, d inputs and one output can
be mathematically expressed as

m d
N(x) = Zcicr Zwi]-x]- +6; ), xeRrR% d>1, (1.1)
=1

i=1

where 1 < i < m, 0; € R are the thresholds, w; = (wﬂ,wiz,...,wid)T € R4 are connection
weights of neuron i in the hidden layer with the input neurons, ¢; € R are the connection
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strength of neuron i with the output neuron, and ¢ is the activation function used in the
network. The activation function is normally taken as sigmoid type; that is, it satisfies o (t) —
last — +ooand o(t) — Oast — —oo. Equation (1.1) can be further expressed in vector
form as

N(x) = D cio(wi-x+6;), xeR. (1.2)
i=1

Universal approximation capabilities for a broad range of neural network topologies have
been established by researchers like Cybenko [1], Ito [5], and T. P. Chen and H. Chen [6].
Their work concentrated on the question of denseness. But from the point of application, we
are concerned about the degree of approximation by neural networks.

For any approximation problem, the establishment of performance bounds is an
inevitable but very difficult issues. As we know, feedforward neural networks (FNNS) have
been shown to be capable of approximating general class of functions, including continuous
and integrable ones. Recently, several researchers have been derived approximation error
bounds for various functional classes (see, e.g., [7-13]) approximated by neural networks.
While many open issues remain concerning approximation degree, we stress in this paper on
the issue of approximation of functions defined over [-1, 14 by FNNS. In [10], the researcher
took some basics tools from the theory of weighted polynomial of functions (The weight
function is w(x) = exp(-Q(x))), under certain assumptions on the smoothness of functions
being approximated and on the activation functions in the neural network, the authors
present upper bounds on the degree of approximation achieved over the domain R?.

In this paper, using the Chebyshev Orthogonal series from the approximation theory
and moduli of continuity, we obtain upper bounds on the degree of approximation in [~1,1]%.
We take advantage of the properties of the Chebyshev polynomial and the methods of paper
[10], we yield the desired results, which can be easily extended to the space R“.

2. Multivariate Chebyshev Polynomial Approximation

Before introducing the main results, we firstly introduce some basic results on Chebyshev
polynomials from the approximation theory. For convenience, we introduce a weighted norm
of a function f [14] given by

1/p
= ([ oiseras) 2

where 1 < p < o0, w(x) = ]—[idzlw(xi) is multivariate weighted function, w(x;) = (1 - xl.z)_l/z,

x=(x1,%2,...,%X3) €ERY, m=(my,my,...,my) € Z% dx = dxidx, ... dx,. We denote the class
of functions for which || f|| P is finite by Ly .

For function f : R? — R, the class of functions we wish to approximate in this work
is defined as follows:

gl - {f e sms r}, (2.2)
b

where A = (A, A, ..., Aq), A = Ay + g + -+ Ay, fO = 0 f/0, ..., ris a natural
number, and M < oo.
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2.1. A Chebyshev Polynomial Approximation of Multivariate Functions

As we know, Chebyshev polynomial of a single real variable is a very important polynomial
in approximation theory. Using the above notation, we introduce multivariate Chebyshev
polynomials: To(x) = 1/+/or, T,(x) = H?:lTni (xi), Ty, (xi) = 2/+/7r cos(n; arccos x;). Evidently,
for any m, [ € Z%, we have

1 m=I,
J‘[_M]d T ()T (x)w(x)dx = {0 ml. (2.3)

ForfeL,, me ZF, let f(m) = fH,l]d f(x)Tn(x)w(x)dx, then we have the orthogonal

expansion f(x) ~ >, f(m)Tm(x), xe[-1,1]%
For one-dimension degree of approximation of a function g by polynomials of degree
m, one has the following:

En (8 P Lpw) = jnf ||g =PIl . (24)

where P, stands for the class of degree-m algebraic polynomials. From [15], we have a simple
relationship which we will be used in the following. Let g be differentiable, then we have

E(g/ Py, Lp,w) < MlmilE(glr Py, Lp,w)r

(2.5)
E(g,Pm/Lp,w) < ”g“p,w'

Let S,(f,t) = ZZ;% A(k)Tk(x), and the de la Valle Poussin Operators is defined, that is,

1 n+l
Va(fit) = — 1m:n2+3/25n (f.1). (2.6)

Furthermore, we can simplify V,(f, t) as follows:

Va(ft) = D f ()T (), 2.7)
k=1
where

m-—1 if0<k< m+3,
_J)2(m+1) 2 28
Sk = m— m+3 (2.8)

, if <k<m.

m+1
A basic result concerning Valle Poussin Operators V,,(f, t) is

Eon(f, Pams Lpw) < |f = Vinf ||, < Ent(f, Prs Lpo)- (2.9)
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Now we consider a class of multivariate polynomials defined as follows:

P, = {P tP() = > iy Xy X by € R,Vil,...,id}. (2.10)

0<[il<|m|

Hence, we have the following theorem.

Theorem 2.1. For 1 <p < oo, let f € ‘P;’z,. Then for any m = (my, my, ..., ma), m; < m, we have

jnf [|f =P, < Cm™. 2.11)

Proof. We consider the Chebyshev orthogonal polynomials T;,(x), and obtain the following
equality from (2.7):

Vim, (f) = Zigsfs,iTs (xi), (2.12)
s=1

where fsl,- = IH,Hd f(x)Ts(xi)w(x;)dx;. Hence, we define the following operators:

V(f) = Vl/ml V2,mz T Vd,mdf

- i Zd§51 “saformsals (x1) - Ts, (xa), (213)
s1=1 sg=1
where fg, s, = J‘[_lllld (Hlew(x,-)Tsi (xi)) f(x)dx. Then we have
I1f =Vl = I1f = Vi (F) + Vi (f) = Vi Vo (f)
+V1,m1 VZ,mz (f) - T V(f) ||p,w (214)

d
< Z”Vo o Vigmf Vo Vi,mif”p,wr
i=1

where V| is the identity operator. Let g = Vy--- Vi_y -1 f, then Vg = Voo Vi, f, 7 (x) =
Vo Vict,m-1 D" f (x). We view V; ,,,. ¢ as a one-dimensional function x;. Using (2.4), (2.5), and
(2.6), we have

”g - ‘/irmig”p,w S ClEmi (g’ Pmi’LP/w)

/1 1
< i) ——— (9" s
_C1M1 <m1> (mi_ri+1)Em1 rl(g /Pml r,/Lp,w)

/1 1 . (2.15)
R I Crerea)

1 1 ,
=) (1o Viamea D"
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Letting r; =r, m; =m,i=1,...,d,if m > r(r — 1), we get from (2.15), (2.13), (2.14) and the
inequality [TiL; (1 +a;) 21+ X1, a;, (a; > -1),

15 VOl <3 () G 1Pl

< C,dM(%) (ﬁ) (2.16)

-1 -1 _
e (1-2) ' (122) " (1-20)
m m m

_ -1
< C,dMm™" (1 - M) <2dC,Mm™".
2m

In order to obtain a bound valid for all m, for m < r(r — 1), we always have the trivial bound
Ilf - V(f)||p/w < M, since ||f||p,w < M. Letting C = max{2dC,dM, 2" 'My(r(r - 1))}, we
conclude an inequality of the desired type for every m. O

This theorem reveals two things: (i) for any multivariate functions f € ‘P;,’z,, there
is a polynomial P € P,, that approximates f arbitrarily well in L}, (ii) quantitatively, the
approximation accuracy of a polynomial P € P, can attain the order of O(m™), where m
is the dimension of multivariate polynomial, and r is the smoothness of the function to be
approximated.

3. Approximation by Feedforward Neural Networks

We consider the approximation of functions by feedforward neural networks with a ridge
functions. We define the approximating function class composed of a single hidden layer
feedforward neural network with n hidden units. The class of function is

F,= {f L f(x) = Dldid(ar - x +by); ax € RY, by, dy € R k = 1,2,...,n}, (3.1)
k=1

where ¢(x) satisfy the following assumptions.

(1) There is a constant Cy such that ¢ (x)| > C4 >0, k=0,1,...

(2) For each finite k, there is a finite constant I such that |¢p® (x)| < I.

We define the distance from F to G as

dist(F,G, L) = sfg;géllf ~ 8l (32)

where F, G are two sets in L},. We have the following results.
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Theorem 3.1. Let condition (1) and (2) hold for the activation function ¢(x). Then for every 0 < L <
oo, m = (my,my, ..., mg) € Z%, m; <m, e >0and n> (m+1)%, we have

dist(BPu(L), Fu, Lpw) < €, (3.3)
where
BP,(L) = {P p(x) = D) asxs;£2x|as| < L}. (3.4)
0<s<m =55

Proof. Firstly, we consider the partial derivative

ash

S1 Sd
0%, - 05

¢ (w - x +b) = (p(w - x +b)) =x°¢(w - x +b), (3.5)

where |s| =s1 + -+ + 54, and x° = Hlexf". Thus ¢© (b) = x*¢*!(b).
For any fixed b and |x| < oo (here |x| = Zf;l x;), we consider a finite difference of
orders

85, 9®) = 3 (-DIClp(nl - x + b)

0<I<s
h h
ZXSJ‘ f ¢(|5|)[((a1+...+as])x1+... (36)
0 0
+(a|5|,sd+1 + a|s|)xd) + b] daj--- da|5|
=X A P),

where Cl = TTL,C4, 45 ¢(b) € F, with n = TTZ, (1 +5;), So

¢*(b) =25 p(b)| =

X5 <¢‘S|(b) _ h*|S|AZ¢|S‘(x)> |
X (911(b) ~ ¢l(b+n ) )| (3.
< Cow (¢, k),

where we derive (3.7) by using (3.6), the mean value theorem of integral, (i.e., there is a
1 € [0, hls - x|], such that A5 ¢l*l(x) = hlglsl(b + 7)) and the moduli of continuity w(g, h) =
suppeplf (x +1) = f(x)].
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From the definition of dist (F,G, L, ) and (3.7), we have

rs _db) |
st (8P Fy Ly < | 3] 0= 3] 0,20
O<s<m 0<s<m helsl (b) pw
25,.90) |I”
4 s Cha®7)
R (g;fg;{lasl SO (38)

< (m+1)'Lmax {¢"(b) Fw(p,n)

< (m+1)'LChw (", ) <e.

The last step w(@'*!, h) can be made arbitrarily small by letting h — 0.
Using the Theorems 2.1 and 3.1, we can easily establish our final result. O

Theorem 3.2. For 1 < p < oo, we have

dist(qf;;i,, F,, LW> <Cnr/d, (3.9)

This theorem reveals two things: (i) for any multivariate functions f € ‘P;’Z), there
is a single hidden layer feedforward neural network N € F, with n hidden units that
approximates f arbitrarily well in L?,. That is, the feedforward neural networks can be used
as the universal approximator of functions in ‘I’;’Z, ; (ii) quantitatively, the approximation
accuracy of a mixture network of the form (3.1) can attain the order of O(n™"/?), where d
is the dimension of input space, and r is the smoothness of the function to be approximated.

4. Conclusion

In this work, the approximation order of feedforward neural networks with the form (3.1)
has been studied. In terms of smoothness of a function, an upper bound estimation on
approximation precision and speed of the neural networks is developed. Our research
reveals that the approximation precision and speed of the neural networks depend not
only on the number of hidden neurons used, but also on the smoothness of the functions
to be approximated. The results obtained are helpful in understanding the approximation
capability and topology construction of the sigmoidal neural networks.
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