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ABSTRACT. In this paper we establish a variety or results in ergodic theory
by using techniques from probability and analysis. We discuss divergence of
operators, including strong sweeping out and Bourgain’s entropy method. We
consider square functions, oscillation operators, and variational operators for
ergodic averages. We also consider almost everywhere convergence of convo-
lution powers.
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1. Introduction

There are many connections between ergodic theory, probability and harmonic
analysis. In the discussion to follow, we will be mainly interested in ergodic theory
results, but we will obtain these results by applying techniques or results from
analysis or probability. In most cases, the results below appear elsewhere, in some
cases in greater generality. However the idea here is to highlight some of the tools
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from analysis and probability that have proven to be most useful in the study of
certain of questions in ergodic theory.

We begin Section 2 with a discussion of ways to show that a sequence of operators
diverges a.e.. This discussion will include Bourgain’s Entropy Theorem, which has
already become a very useful tool in ergodic theory. To demonstrate this, we
highlight some of the results that have already been obtained using his theorem.
Since the proof involves a nice blend of analysis, probability and ergodic theory,
Section 3 contains a discussion of the proof.

In Section 4 we discuss convolution powers of a single measure g on Z. This
discussion leads to a discussion of the transfer principle, the Calderén-Zygmund
decomposition, and some connections with singular integrals.

In Section 5 we discuss a “good—lambda” inequality that relates two maximal
functions. These kinds of inequalities have proven useful in both probability and
harmonic analysis. Currently only minimal work has been done regarding such
inequalities in ergodic theory.

In Section 6 we discuss oscillation and variational inequalities. The proofs of
these results involve an interesting interaction between martingales and certain
ergodic averages. The variational inequalities give rise to inequalities for the number
of “A-jumps” that a sequence of ergodic averages can take. The results for “A-
jumps” were motivated by similar previously known results for martingales.

Throughout the paper, (X,X,m) denotes a complete non-atomic probability
space, and 7 denotes an ergodic, measurable, measure preserving point transfor-
mation from X to itself. To simplify the discussion, we will assume 7 is invertible,
although in many cases this assumption is not needed. If y is a probability measure
on Z, we can define an associated operator

o0

wH@) = Y pk)f(rra).

k=—o0

In this situation we will also refer to p as an operator. It should be clear from the
context if y is being considered as a measure or as an operator.

The proofs of several of the results that will be discussed below are based on the
same general principle. While the results are in ergodic theory, we can remove any
discussion of ergodic theory from the proofs. The idea is to transfer the problem
in ergodic theory to a problem in harmonic analysis. To understand what is going
on, consider the orbit of a single point, z, 7z, 7%z, ..., and relabel the points as
0,1,2,.... We can then pretend we are working on Z, with results obtained on Z
implying results about the orbit of the point x. The details to make this precise
are contained in a paper by A. P. Calderdén [27] that appeared in the Proc. of
the National Academy of Science in 1968. See Bellow’s paper [8] for an excellent
discussion of this general principle.

As a consequence of this transfer principle, when we see Ay, f(z) = % Z;:é f(riz)
we can, without loss of generality, think of # € Z and 7(x) = x+1, so that Ay f(z) =
%ngé f(x +j), for f € £1(Z). In fact, more is true. In many cases the results
on Z imply the same results for averages associated with positive contractions. See
[45] or [46] for details.
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In general, we will not be interested in obtaining the best constants in the in-
equalities we consider. Hence ¢ will often be used to denote a constant, but ¢ may
not be the same constant from one occurrence to the next.

2. Divergence and Strong Sweeping Out

In ergodic theory we are often interested in knowing if a given sequence of oper-
ators converges or diverges. Consequently, for a sequence of operators, {T}}, each
mapping LP (X, X, m) to itself for some p, 1 < p < 00, it is useful to have a collection
of tools that can be used to establish a.e. divergence. Further, when divergence oc-
curs, it is useful to know how badly the sequence diverges. In particular, sometimes
it is possible that divergence occurs for some f € LP°, but convergence occurs for all
f € LP for all p > pg. Examples of this behavior, for averages along subsequences,
were first constructed by Bellow [10] and later refinements were given by Reinhold
[65].

For a sequence of L' — L™ contractions, about the worst possible divergence
that can occur is divergence of {T;xr} where ypg is the characteristic function of
the measurable set E. For such operators, applied to xg, the possible values range
from 0 to 1. The worst that can happen is for the operators to get arbitrarily close
to both of these two extremes a.e.. This leads to the following definition.

Definition 2.1. A sequence {T},}, of positive linear contractions on L! and L*,
is said to be strong sweeping out if given ¢ > 0 there is a set E such that m(E) < e
but limsup,, Ty, xe(z) =1 a.e. and liminf T),xg(z) =0 a.e..

There are several methods of showing that a sequence of operators is strong
sweeping out. Moreover, many examples of operators that are strong sweeping out
arise naturally in ergodic theory.

One family of operators that is of interest to ergodic theorists is the following.
Let {wy} denote an increasing sequence of positive integers and let {v,,} denote a
dissipative sequence of probability measures with support on {wg}. (A sequence
of probability measures {u,} is said to be dissipative if lim,, oo ptr (j) = 0 for each
integer j. If a sequence of measures is not dissipative, then certain early terms
will continue to play a significant role in the value of the associated averages for
arbitrarily late averages.) Define

vnf() = vn(wy) f(r* ).
n=1
For example if we let wy = 2%, and v, (wy) = % if kK < n, then
f@) =13 5 0)
vpf(x) = — ™
n n P ’

and we have the usual Cesaro averages along the subsequence {2"}. We could also
consider the Riesz harmonic means, given by

n—1
Qn 1
R,f(z) = — TV
oS (@) = G S0 o )
where a;, is chosen so that = 2;11 ﬁ = 1, or many other similar weighted

averages.
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In [1] a condition was introduced that is sometimes useful to establish strong
sweeping out. This condition is a condition on the Fourier transforms of the asso-
ciated sequence of measures.

To fix notation, we define the Fourier transform as follows.

Definition 2.2. Let v be a probability measure that is supported on the sequence
{wt}. The Fourier Transform of v is given by

D(t) = v(wy)e? e,

k=1
(In some cases it is convenient to let v = e?™ and write 7(y) = > ooy v(wi)yY*.)

Theorem 2.3. [1] Let {v,} denote a dissipative sequence of measures on Z. If
there is a dense set D C R such that
lim |D,(t)] =1

n—o0

for allt € D, then the operators (v,,), given by

an(:l?) = Z Vn(wj)f(Tij)a
JEZ
are strong sweeping out.

To see how to apply this condition, we give a few examples.

Example 2.4. Let {u,} denote the sequence of Cesaro averages along the sub-
sequence {2%}. That is, let pu, = %Z?Zl 09i. Then the associated operators are
strong sweeping out. To see this just note that fi,(t) = %Z?:l 22t If we
take t = 57 for some positive integers 7 and s, then for large enough j (j > s)
we have e?™*?’t = 1. Consequently, it is clear that we have lim,,_, oo fi,(t) = 1 for
each dyadic rational ¢. Since such t are dense, we can apply the theorem. (The
fact that these averages diverge for f € LP, p < oo, was first shown by Bellow [9],
following Krengel’s result [54] showing the existence of a subsequence for which a.e.
divergence occurs. See also [42]. The study of strong sweeping out for the Cesaro
averages along lacunary sequences, and for the Riemann sums, (that is, for averages
of the form A, f(x) = % Shoy flz+ %), where f is periodic with period 1), started
in the 1980’s. The first proof of the strong sweeping out for Cesaro averages along
lacunary sequences (a¥), as well as the first proof for strong sweeping out of the
Riemann sums, was given by Bellow and Losert using a different technique from
the one in Theorem 2.3. Their argument appears in the appendix to [1]. The fact
that divergence occurs for bounded functions when we average along any lacunary
sequence was first shown by Rosenblatt [68] using Bourgain’s entropy condition,
which we will discuss below.)

REMARK 2.5. Actually the argument associated with Example 2.4 shows more.
For any dissipative sequence of probability measures that are supported on the
subsequence {2*}, the associated operators are strong sweeping out. In particular,
this means that the operators obtained from averaging the Cesaro averages, using
other weighted averages, or selecting a subsequence of the Cesaro averages, will
all result in a sequence of operators that is strong sweeping out. No matter what
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we do, if the dissipative sequence of measures is supported on the set of dyadic
integers, strong sweeping out will always occur.

In some cases, even if the Fourier transform condition fails to show that we have
strong sweeping out, we can still use the Fourier transform condition to obtain
useful information. Consider the following.

Example 2.6. Let pu,, denote the Cesaro averages along the sequence of integers of
the form n[log, n]. (Here [-] is being used to denote the greatest integer function.)
Then the associated sequence of operators diverges a.e. In fact, give € > 0, we

can find a set E, m(E) < ¢, such that limsup,,_, ., punxe(x) > 3 a.e. To see this

n+1
just note that pon+1 > 5= . Oklog, k] = 3Vn. Now just apply the Fourier
transform condition to show that {»,,} is strong sweeping out. This follows, since it
5vo2” o . .on
is enough to look at the subsequence {vzn }. We have Dy (t) = 53= Zjiézn e2m2nt,
Now just take ¢t = 77 as before, and the result follows. (At this time it is not known
if the averages associated with u, are strong sweeping out.)

REMARK 2.7. It is interesting that as we saw above, the Cesaro averages along the
subsequence {n[log, n]} can diverge even for f € L*> while Wierdl [75] has shown
that the Cesaro averages along the subsequence {[nlog,n]} converge a.e. for all
f € LP, p > 1. This shows quite clearly that sequences can have the same rate
of growth, and still have the associated averages behave quite differently. See also
the paper by Boshernitzan and Wierdl, [22], where it is shown that many more
subsequences yield convergent sequences of Cesaro averages.

In [1] an example is constructed to show that the Fourier transform condition is
not necessary for a sequence of averages to have the strong sweeping out property.
Consequently it becomes interesting to consider other conditions that imply strong
sweeping out.

A second condition for establishing strong sweeping out was also introduced in
[1]. This condition is sometimes satisfied when the Fourier transform condition
fails.

Definition 2.8. A sequence of real numbers {wy} satisfies the C'(«) condition,
0<a< %, if given any finite sequence of real numbers, x1,...,zyN, there is a real
number r such that
rwg € o + (o, 1 — ) + Z,
fork=1,2,...,N.
This condition can be thought of as a very weak form of the following Theorem
due to Kronecker.

Theorem 2.9 (Kronecker). Let wi,...,wn be real numbers such that wy, ..., wx
and 1 are linearly independent over the rationals. Let € > 0 and 1, ..., zN be given.
Then there is an integer r such that rwy, € zy, + (—€,€) + Z, for k=1,...,N.

The reason for introducing the C(a) condition is clear from the following theo-
rem.

Theorem 2.10 ([1]). If{wi} satisfies the C(a) condition, and {v,} is a dissipative
sequence of measures with support on {wy}, then the associated operators {v,}
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defined by vy, f(x) = > poy vn(wi) f(T¥* @) are strong sweeping out. The same result
holds if

Vn.f(x) = Z Vn(wk)f(kax):
k=1

where Uz is a measure preserving flow. (In this case {wy} need not be an integer
sequence.)

We now easily have the following.

Example 2.11. Let {wy} be a sequence of real numbers that are linearly inde-
pendent over the rationals. Let {v,} be a dissipative sequence of measures with
support on {wy}. Then the associated operators {v,} are strong sweeping out.
This is immediate from Theorem 2.10, combined with Kronecker’s Theorem. In
particular, if we consider wy = Vk, it is not difficult to see that we can extract a
subsequence which is linearly independent over the rationals, and has positive den-
sity in the sequence. Consequently we know that Cesaro averages + Y _;_; f(U )
can diverge a.e. (See [52] for further discussion of this example as well as further
examples of situations where Kronecker’s Theorem can be used to imply strong
sweeping out.)

There are many sequences which satisfy the C'(a) condition. In [1] it is shown
that any lacunary sequence of integers (after possibly neglecting the first few terms)
satisfies the C'(a) condition. In fact, any finite union of lacunary sequences (again
after possibly neglecting the first few terms) satisfies the C'(a) condition. (See [56].)
Consequently there is the following theorem.

Theorem 2.12. If {wy} is a lacunary sequence of positive integers, (or a finite
union of lacunary sequences of positive integers) and {v,} is any dissipative se-
quence of probability measures with support on {wy}, then the associated operators,
{vn} are strong sweeping out.

In [44] Theorem 2.12 is applied to obtain the following example.

Example 2.13. Let {Y},} be a sequence of Bernoulli random variables with P(Y,, =
1) = L and P(Y,, =0) =1 — L. Then for a.e. w, the Cesaro averages associated
with the subsequence A(w) = {n : Y, (w) = 1} will be strong sweeping out. The
idea of the proof is to show that by eliminating only a small proportion of the set
A(w), one can obtain a lacunary sequence, then apply Theorem 2.12 above.

The above theorem and example suggest some interesting questions. For an
arbitrary sequence of integers, A, let Cy denote the space of all continuous function
on T such that f(n) = 0 for all n ¢ A. The set A is a Sidon set if every f € Cy has
an absolutely convergent Fourier series. It is not difficult to see that every Lacunary
sequence is a Sidon set, and further, so are finite unions of lacunary sequences.

Question 2.14. Is it true that the Cesaro averages associated with a Sidon set are
strong sweeping out? (In Rosenblatt [67] it is shown that the Cesaro averages along
Sidon sets fail to converge in mean.) Second, if we form the sets A(w) as above, we
see that they are close to lacunary for a.e. w, but are these sets Sidon sets for a.e.
w?
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In [15] moving averages of the form vy, = i E;‘i ka_l Jy, are studied. Conditions,

which are both necessary and sufficient for the a.e. convergence of these averages
are given. In particular, if ny = k% and £, = k then the averages are strong sweeping
out. (Akcoglu and del Junco [2] had already shown that this particular sequence
of averages diverge a.e.) To see that the Fourier transform condition will not help

: : . ~ _ 1 netle—1 2mijt _ _2mingt 1 be—1 omijt _
in this case, just note that oy(t) = ;-3 2L * e =e o 2o € =
. wilpt o . .
62“”’”677“ mlet Tt is clear that this converges to zero for all ¢ # 0 (mod 1).
e k sin wt

It is also easy to see the C'(«) condition fails to be satisfied for this example as
well. (In a forthcoming paper, [4], the C'(«) condition will be generalized, and that
generalization can be used to show strong sweeping out for this class of examples,
as well as other related examples.)

These moving averages are associated with the following example. Let pu =
+(60+61), and consider p™ = pxp - - -xp where there are n terms in the convolution.
Then p" = 5 327 ()9;. (See Rosenblatt’s paper, [66], where these averages were
first shown to be strong sweeping out.) By looking at the normal approximation to
the binomial, we see that most of the “mass” of these measures will be in an interval
proportional to \/n and centered at . Consequently, it is like a moving average,
for which we already know strong sweeping out. (See [15] for further discussion
of this example.) However, neither the Fourier transform condition, nor the C(«)
condition are satisfied. (It turns out that modifications of either condition can in
fact be used to establish strong sweeping out for these examples. See [1], [3] and
4],

This brings us to a third condition that can be used to show divergence of a
sequence of operators.

Theorem 2.15 (Bourgain[18]). Let (T%) denote a sequence of uniformly bounded
linear operators in L? of a probability space. Assume

(1) The Ty’s commute with a sequence (R;) of positive isometries on L* of the
same probability space, satisfying R;(1) = 1 and the mean ergodic theorem.

(2) There is a 6 > 0 such that given any N > 0 there is a function f, || f|l2 <1,
and ny,ns,...,nN such that

||Tnjf - Tnkf“Z >0
forj#k 1<jk<N.

Then there is a bounded function g such that (Tyg) is not a.e. convergent.

Condition (2) in the above theorem is often referred to as Bourgain’s entropy
condition. Bourgain used this theorem to prove a number of very interesting results.

(1) The Bellow problem: Let {aj} denote a sequence of real numbers that con-
verges to zero. Does there exist a bounded function f on the real line such
that lim, o0 £ Y20, f(@ + ay) diverges a.e.?

(2) A problem of Marcinkiewicz and Zygmund on Riemann sums: Does there
exist a bounded function f on [0,1) such that

n—oo N 4

1n71 ]
lim — 7
im jzof(:v+n)
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diverges? (Here we are using addition mod 1.) This was first solved by Rudin
[70] by different techniques, and as mentioned earlier, strong sweeping out
was first shown by Bellow and Losert (see the appendix to [1]).

(3) Khinchine’s Problem: Does there exist a bounded function on [0, 1) such that
the averages - Z?:l f(jz) diverge? (This was first solved by Marstrand [57],
again by different techniques.)

In each of the above problems, Bourgain was able to use his theorem to show
divergence of the averages being considered. While the second and third problems
had been solved earlier, his method gives a unified way of solving such problems.
Later Rosenblatt [68] used Bourgain’s Entropy Theorem to show that for any dis-
sipative sequence of measures supported on a lacunary sequence, divergence occurs
when these averages are applied to the indicator function of some very small set.
This was part of the motivation for later trying to prove strong sweeping out for
such averages. In [13] Bourgain’s Entropy Theorem is used to show that the con-
volution powers (see Section 4 below), applied to bounded functions, can diverge
if a condition known as the bounded angular ratio condition fails to be satisfied.
Applications to problems outside ergodic theory also occur. For example in [39] the
operators defined by

o0
T,f(z)= Y f()n|7sgn(n)e™
n=-—oo
are considered. These operators are related to the Hilbert transform, and conver-
gence in mean is known. However, using Bourgain’s Entropy Theorem it is possible
to prove the following.

Theorem 2.16 ([39]). Let (v,) denote a sequence of real numbers, converging to
zero. Then there is a function f € L>(T) such that lim;_,, T, f(x) fails to ewist
on a set of positive measure.

3. Proof of Bourgain’s Entropy Theorem

In this section we want to sketch a proof of Bourgain’s Entropy Theorem, and
show its relation with strong sweeping out. Bourgain’s Entropy Theorem does not
imply strong sweeping out. However, the following more quantative version does.
This version is a slight variation on a result that is contained in joint work with
M. Akcoglu and M. D. Ha [3]. Most of the ideas involved in the proof are either in
Bourgain’s original paper or are the result of discussions with Akcoglu and Ha.

Theorem 3.1. Let (T}) denote a sequence of uniformly bounded linear operators
on L? of a probability space. Assume

(1) The Ty,’s commute with a sequence (R;) of positive isometries on L? of the
same probability space, which satisfy R;(1) = 1 and the mean ergodic theo-
rem. (That is, |+ 327_) Rif — [ f(z)da]2 — 0.

(2) There is a 0 < p < 1 and d > 0 such that for any integer L we can find
(n1,ng,...,nr) and f, ||fll2 <1, such that

/X T, £(2) Ty f(2)dz < [T, Flloll T
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for all k # j, and
/ | T, f (@) >
X

for1 <3< L.
Then for anyn >0, € >0, and € > 0, we can find a function g such that
gl <n, llglls <1 and

. vVi—p /
m{x : 1rgnkachTnkg(a:) >d(1_6)1+\//_)} >1—¢€.

REMARK 3.2. If in a particular application we can take d as close to 1 as we desire,
and if p can be taken as close to zero as desired, then with g as above, and any
€ >0, ¢ >0 we have

(1) m{z : 1r<nk3L<xLTn,cg >1l—€}>1—¢€.

If in addition, the (T}) are positive contractions on L' and L, then, using inequal-
ity (1), strong sweeping out can be obtained. See [12] for a discussion of replacing
a function of small norm by a characteristic function, and see [32], where del Junco
and Rosenblatt show how to go from inequality (1), (with g the characteristic func-
tion of a set of small measure) to strong sweeping out. Also see [3] where further
discussion of this, as well as related details, can be found.

We want to give a proof of this version of Bourgain’s entropy theorem. The
idea is to exploit the fact that condition (2) above implies a degree of orthogonality
between the vectors in the family {7, f }JLzl. However, before we give the proof,
we want to show how Theorem 3.1 implies Theorem 2.15.

Proof of Theorem 2.15. If we could show that the hypothesis of Theorem 2.15
implies the hypothesis of Theorem 3.1 then we would have the conclusion of Theo-
rem 3.1. We could then finish the proof by applying the Banach Principle for L.
(See [12] for a discussion of this principle and the necessary details to complete the
argument.)

To see that the hypothesis of Theorem 2.15 implies the hypothesis of Theorem 3.1
we argue as follows. There are two ways that vectors can be far apart. One way is
for them to have different lengths, and the other is for them to point in very different
directions. If we can eliminate the possibility that they have different lengths, they
must point in different directions. That is, we have the required orthogonality.

Let (T%), f and § be as in assumptions 1) and 2) of Theorem 2.15. In the
following argument we can assume that the uniform bound on the operators is 1. If
not, just divide by the uniform bound, and consider the new sequence of operators.

In the hypothesis of Theorem 3.1, we need to find L vectors with the orthogo-
nality property (2). If there is a vector with norm less than £, then the rest must
all have norm greater than g Hence by taking one extra vector, we can assume
that all L vectors have norm greater than % Fix v < g, and cut the interval [%, 1]
into a finite number, (say r), pieces of length less than . Call the kth interval Ij.
In the hypothesis of Theorem 2.15 take N > rL.

Let Ar = {j||Tw, fll2 € Ix}. Since N > rL, and there are only r sets, Ay, at
least one Ay, say Ay, must have at least L elements. If we rename our terms, we
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have (T f,T>f, ..., Trf) such that ||T;f|l2 € Ix,, and |T;f — T;f|]2 > d. That is,
the functions (71 f,...,TLf) are all about the same length, and satisfy condition
(2) of Theorem 2.15.

Define T} = m%. We now have that |7} f[l2 = 1 for each j, 1 < j < L. We
also have

6 < ITef =11z
= |1TisTer = 173 1T
= (I NTof = T NoTsf + TS 1T = 1T 1T 8 |
< ITfloTif = T AT ||, + | 1T = 1T £l T 6
<NTiflloTif = T fllo + W5 2 (T £ ll2 = 1175 £112)
SITif = Tifll2 + -
Thus 6 —7 < | T3f — T2
From this we see
6= < [ 1f@) =T @)
< [ Bs@pds =2 [ T @+ [ 17 @)

<22 / T3 (2)T; f (2)d.
X
Solving for the inner product, we see

/ Tif ()T f (w)do < 1— w
X

Thus if we take p =1— %, we have (T f, T; f) < p||Ti fll2||T;j fll2. Consequently
the hypothesis of Theorem 2.15 is satisfied (with ||T} f|» > g) O

Before we prove Theorem 3.1 we will first prove a proposition. While this propo-
sition appears too special to be useful for our purposes, it is in fact the key ingredient
in the proof of Theorem 3.1. In the following, when we say a random vector has
N(0,X) distribution we mean it is a multivariate normal random vector, with mean
given by the zero vector, and covariance given by the matrix X.

Proposition 3.3. Fiz p, 0 < p < 1. Assume that for all large L, we can find
(Thy s Tny, - -, Tny) and f such that (T, f,Tho f, ..., Tn, f) has N(0,X) distribution
with 055 < p for1 <i<j <L andoy =1 forl <i < L. Further, assume f is
distributed N(0,1). Let 0 < € < % and € > 0 be given. Then for any n > 0 and
for all L large enough, depending on p, € and € , we can find a function g such that
lgllz <, llgllc <1, and

vVi—p '
m{:c|1IS11kaSXLTnkg(:C) > (1 _6)1+\/ﬁ} >1-—¢€.
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REMARK 3.4. We do not necessarily need to have the {7, } defined on all of L.
It is enough for the operators to be defined and uniformly bounded on the linear
subspace generated by functions of the form fxg where xg can be any L? function
that takes on only the values 0 and 1.

REMARK 3.5. While the constant, (1 — €) ﬁ looks complicated, it will arise in
the computation below. While we could replace it with a simpler expression, the
proof would be slightly less natural.

To prove Proposition 3.3 we need a lemma about the multivariate normal and a
lemma about the size of the tail of a normal random variable.

Lemma 3.6. Let (Y1,Y>,...,Y1) denote a random vector with multivariate normal
distribution N(0,%) with o5 < p fori# jandoy; =1 for1 <i<L. Let0<e<1
and 0 < €' be given. Then for all L large enough (depending on p and € and €') we
have the following estimate:

P{w : max Yi(w) > (1 —¢) 1- p\/2lnL} >1-—¢€.

1<k<L 1+/p
Proof. Slepian’s lemma (see [74] for a proof) says that if we have 2 multivariate
normal random vectors, X and Y, both with mean zero, and covariance ¥ and ¥’
respectively, and if each entry of ¥ is less than or equal to the corresponding entry
in X', then

P( max X > A) > P( max Y, > ).
1<k<L 1<k<L

This is not too surprising since the more positive correlation, the less the vector
should behave like an independent sequence, and so the maximum should be smaller.

Using Slepian’s Lemma, we can increase some entries in X, so that without loss
of generality we can assume o;; = p for ¢ # j. The special covariance structure
makes it possible to obtain the necessary estimate of

P{w: max Yi(w) > (1 —¢) l_p\/m}.

1<k<L 1+./p
To make the required computation, we first consider a vector of independent
standard normal random variables; (Zy, Z1, ..., Zr). Form the new vector

(\/].—le+\/ﬁZO,\/].—pZz-F\/ﬁZO,...,\/].—pZL-f-\/ﬁZO).

This new random vector has the multivariate normal distribution. In fact the
covariance matrix for this random vector is the same as the covariance matrix of
the random vector (Y1,Ys,...,Y,). Consequently, by Slepian’s Lemma we have

1 _ L
P{max, Y > A} = 1= P, (Y < 1)}

= 1= P{Nj=, (V1= pZi +/pZo < N)}.

We will now take advantage of the structure of this new sequence. We note that

PNzt (V1= pZi +/pZo) < X) = P( max /1= pZi +/pZo < ).
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Since max;<r<r /1 — pZy and /pZp are independent, the distribution of the sum
is given by a convolution. Thus for all A we have

Pty (VI= 025+ V2o <) |
:/m ( \/—Z+\/_t<>\))\/_

/Oo P( 17, < 3%”) \/LQ_Fe%dt

/°° L m zzd 1 t2d
——e 2dz | ———e 2dt.
V2T

We need to estimate this last integral, and show it is less than €' if L is large
enough.

Let A= (1—c¢) 1V+f\/2lnL and select L so large that f)\ 2 e~ dt < % We
now break the integral into 2 parts,

A— \/_t
/ / —e T LS
z e 2
V2r

/°° ﬁ /*ﬁt R N G-
+ e 2dz e 2dt
iy \J-ee V2T V2r

=I+1I

Because of our choice of A\, we clearly have that I < 3—’ if L is large enough. We
now need an estimate for the integral 1.

We have
A—/pt 1
Vi-p 22 &2
I = _sz e 2 dt
/ (/ > V2T
o L AU+P)
Vi—p 1 22 1 t2
S/ / e” 2 dz e~z dt
A Jl;Il ( —0 V2 ) V2
L
/00 /M%*{p) 1 _gd 1 _ﬁdt
= e 2dz e~ 2 dt.
A — o V2 V2
Thus if
A(1++/7) L
Vi—o 1 *éd < €
e z -,
o V2 2

then we have the desired estimate.

Let M = 200 — (1 — Y122 (i/i) V2InL = (1 — €)v/2In L. We need
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or

* 1 2 L €
1- e zdt) < —.
( / M V2T > 2
Taking logs, we see that we need to establish the inequality

Ll (1 Tl tzd) In &
n — e 2dt) <In—.
/M \/ﬁ 2

Since In(1 — z) < —z, it will be enough to show

L <— /Moo \/12_We%dt> < —In(2/¢).

Estimating the integral, (see [34] page 175) we need to have

r( 1 _1 )Le*MTZ > 1n (2/¢).

M M3)\ar
Using the value of M given above, and the fact that € > 0, we can now easily
check that we have the desired estimate if L is large enough. |

Lemma 3.7. Let X have N(0,1) distribution, and let 0 < § < 1 be given. Define
b= 6XX{|6X\>1}- Then

30
V2r

Proof. The proof is just a standard computation with the density function of a
normal random variable, and is left as an exercise for the reader. a

_ 1
e 252,

IB[13 <

Proof of Proposition 3.3. Let

5=t
V2InL’

where p < 1 will be chosen later. Define

9(@) = 6f (@)X {all5f(x) <1} (2)-
Assume that sup; [|Tj|l2 < 8. For L large enough we have § < 7, and hence

llgll2 < n. We need to estimate

P{:U| 1rgnkaquL [T, g9(x)] > (1 —¢) @}
Write g = 6 f — b. We then have
Pfe s ma [Ta(o)] > (- 0¥ —F)
= P{e max 1, (7() ~b@)] > (1 - o) i:/g}
> Plo max 1,0 > (1 - %aﬁ‘—ﬁ}
~p{e: s, Bl > 33 1)

=I-1II.
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For I, using our value of 6 above and Lemma 3.6 (with 1:? in place of 1 — € in

Lemma 3.6, hence we nee ), we have

1-1e yT—p €
=Plz: max 1 f T 2 / nlL > _

po C1+./p
for all L large enough.
We now need to estimate I1. We will show that for L large enough, we have
17 < % By taking L large enough, both the estimate of I and the estimate of I7
will hold, and we will have the estimate.

| =By
P{J;.lr<nkax T g(a )|>(1—(—:)1+\/ﬁ}>1—6.
Let o = §1V+\/_ We have
P{az + max |Tib(z)| > a} < o2 1r<nkzau<xL |Tib(z)|?dz
L [ Y b s
X k=1

where EJ, is the set of © where the maximum is achieved for that value of k. However,

/ 3™ i (@) Tubla |dw<2 / x5 ()| Tib() e
X p=1
< |Twb(z) > dx
> [
L
<S8 [ pa)de
X,

< LB|Ib13.

Thus we have IT < 23 LB?||b||3. Applying Lemma 3.7, we see
36
—c
V2
The required estunate will follow 1f 5 62 > vIn L for some v > 1, since then we
would have II < c Le vinl < c L1 7. Thus we could take L large enough so

that c L1 7 < 5. Since

__1_
252

1.
II < —Lp°

"
V2InL’

we see that we need z > . Thus we select p such that 1 —§ < p <1, and then

select v with #2 > ’y > 1. With these selections, all the requ1red estimates are
satisfied, and the proof is complete. O

Proof of Theorem 3.1. Assume f and T),,,Th,, ..., Ty, are given as in the state-
ment of the theorem. We can assume that [ T, f(x)Ty, f(x) dz < p for j # k and
STy, f(z)|?dz =1 for 1 < k < L, since if not, replace each operator T,,, by the
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new operator Sy, defined by S, g(z) = Ty, 9(x)/||Ts, fll2- These new operators
will be uniformly bounded since ||T},, f||2 > d for all k, and the T, were uniformly
bounded. Further, they clearly satisfy [ Sy, f(%)Sn,f(z)dz < p for j # k and
S 1Sn, f(@)]? dz = 1, as required.

Fixaandvsothatp<a<7<land%<7<1. Deﬁneﬁ:%. (This is to
give us some room, since the best we know is that certain averages are converging
to a number less than or equal to p, but at any finite stage we may be above p,
and other averages are converging to 1, but at any finite time may be below 1.)
We will now introduce a product space X x  and extend the operators to that
space. In the product space we will see that for most fixed z, treating our function
on the product space as a function of w € 2, we will be able to get an example
with the required properties. We will then apply Fubini’s Theorem to see that for
some fixed w € (), the associated function of x will have the required properties,
concluding the proof. To do this, we need to first put ourselves into position to use
Proposition 3.3. With this in mind, we introduce the following matrix.

For each x € X and positive integer J, let

RlTan(x) RlTnzf(x) s RlTan(x)

A(:U) — L R2Tn1f(x) R2Tn2f($) B RQTan(x)
VT |
RiTuf(z) RiTwf(z) ... RyTu f(2)

Let (Z1, Zs, . ..) be a sequence of independent standard normal random variables.
Let Z = (Z1,Zs,...,Zy) denote the initial segment of length J, and let Y, (w) =
(V1 (w), Y2 (@), .-, Y2 (@) be given by Yz (w) = Z(w)A(z).

Then Y, has a multinormal distribution with covariance matrix given by I' =
AtA. Thus

J
k(@) = + 3 R, f () R, £ (@)
i=1

1

J
= 23 BT, [T ) ).
i=1

Since the sequence (R;) satisfies the mean ergodic theorem, we have that

J
1
i=1
converges in mean to

| Lot @L 1@,

X

Hence for each fixed function f and sequence T),,,Th,,...,In,, we can let
Ery={z:vyjr(r) <aforalll1<j<k<L;vx) >vyfor1 <j <L}

Since

/ Ty ()T f(x)de < pforall1 <j< k<L,
X
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and
/Jbﬂ@%JQMIZIMJSjSL
X

we see that m(Ey) = 1 as J — oo.

On the new space, X x 2, we extend the definition of {T}} to functions of the
form 3 Zj(w) f;(x) by Tk(ZZ (W) fi(@) =22 Zj(W)Th f ().

Define F(z,w) = - Y7 Z;(w)R; (). ~

For x € E; we now modify each T),; slightly. For x € Ej define T),, F(x,w) =
ﬁTmF(m,w). For z ¢ E; we can let Ty, F(z,w) = Ty, F(z,w).

For each fixed x we can now think of our operators as operators on 2.

For each fixed x € Ej, since p = % < 1, we are now in the situation of Propo-
sition 3.3, and hence given n > 0, € > 0 and €; > 0, we know if L is large enough,
depending only on 7, €, €1 and p then we can find a function G(z,w) such that

Jo1G(@,w)PdP(w) < (3), IG(z, )]l <1, and

. -5

Plw: T, 1-
w 1rSnkanL e G2, w) > ( )1+\/_
For z ¢ Ejlet G(z,w) = 0. An examination of the proof of Proposition 3.3 shows
that G(z,w) is obtained from F(z,w) by multiplication by a constant, truncation
by a function which is measurable on the product o-field, and multiplication by
XE,, a function measurable on the product o-field. Thus we see that G(z,w) is

measurable on the product o-field.
We have

}>1—61

o VI
m®P{(m,w) : 1IS11,?,SXLTnkG(.’IJ,u)) > (1- (—:)1 Y

We now consider G(z,w) as a function of z for w fixed. Let

0 ={w: /X |G (z,w)|?dz < n?}.

} > (1— e))m(Ey).

Clearly P(€) > 2 since we have

Q
// Gz, w) | dzdP(w) //|wa)| AP )iz < (177

and if P(€) < 2 then we would have

/ / Gz, w) P dadP(w) > 202,
QJX 4

a contradiction.
Let

~ Vv1-—
0, = {w cm{x: 1I<nka<XLTnkG(:c,w) > (1- )1 77

since if not, we would have

}>1—e}

We see that P(€22) > 2 s

_ ) JT=Fy 3 1.,
m®P{(x,w).1r§nka§xLTnkG(:U,w)>(1—e)1+\//_3}<Z+Z(1—e).
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Since we have
1=
+

st

m®P{(m,w) : 1IS11kaLSXLTnkG(x,w) >(1l—¢) } > (1 —e)m(Ey),

H
S

we see we will have a contradiction if
!

(1—e)m(Ey) >1— %

By taking J large enough, and €; small enough, this can be achieved.
Since P(£21) > % and P(Qs) > %, we clearly can find wy € 7 NQs. The required
function is G(x,wp). For that wp, because of our definition of Tn]., we also have
T—5
p~} >1—¢.
1++/p

By taking « close enough to p and ~ close enough to 1, (which we can do by
taking J large enough), we can make p as close to p as desired. In particular we
can have

m{x P max, T, G(x,wo) >v(1 —¢€)

’)/(1—6)1_::-_?/2: > (1—26)1'_]*-_:/2.

Thus we can have

1=,
p}>1—e'.
1+4/p

We now just replace € by €/2 to achieve the desired conclusion. d

m{az P max, T, G(x,wo) > (1 — 2¢)

4. Convolution Powers

Let p be a probability measure on Z. Define
wH)x) = Y ulk)f(r ).

and for n > 1,

©M(F)(@) = u(p" = () ().
It is quite clear that the operator p is a positive contraction on L' and L*,
and hence is a Dunford Schwartz operator. Consequently we know the averages

n—1
1
— E p*(f)(z) converges a.e. for all f € LP, 1 < p < co. However, much more is
n

k=0

true. If the measure u is symmetric, that is, u(k) = u(—k) for all k, then the op-
erator p is self-adjoint. For self-adjoint operators, Burkholder and Chow [24], with
a very nice argument involving a square function, proved the following theorem.

Theorem 4.1 (Burkholder and Chow, [24]). Let T be a linear self-adjoint opera-
tor in L*(X) such that for each f € L*(X) we have [, |T f(z)|dx < [y |f(z)|dx
and ||T flloo < || flloo- Then for each f € L%, lim, o, T?*"f(x) exists a.e.

Applying the result to T'f, we also have convergence for 7?1 f. For symmetric
measures, i, the associated operator p satisfies the hypothesis of Theorem 4.1, and
an easy square function argument shows that p?® and p?"*! are close, so either
both converge or both diverge a.e.. Thus we have the following theorem.
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Theorem 4.2. If y is a symmetric measure on Z, then p™(f)(x) converges a.e.
for all f € L?.

Later Stein [71], using his complex interpolation method, was able to extend
Theorem 4.1 to obtain convergence of p™ f for all f € LP, 1 < p < oo.

Working with A. Bellow and J. Rosenblatt [14], we were able to extend Stein’s
Theorem to measures that were not necessarily symmetric. This generalization
depends on the following definition.

Definition 4.3. A probability measure y on Z has bounded angular ratio if |i(y)| =
1 only for v =1, and

() — 1
sup () |<oo

lyi=1 1 = [a(7)]
We obtained the following theorem.

Theorem 4.4 ([15]). Let p have bounded angular ratio.

(1) For fe LP, 1< p < o0, u"f(x) converges a.e..
(2) For1 < p < oo we have

Fsup [ fllly < e@)lIfl-

Proof. Below is a sketch of the proof of this result in the case p = 2. The general
result follows in a similar way, using Stein’s complex interpolation method to reach
the values of p < 2. (For values of p > 2, the result follows from the case p = 2, the
trivial estimate ||sup,, |" fllloo < ||flloo, and an application of the Marcinikewicz
interpolation theorem.)

We have (for N > 2M)

1 N
N7 2 M @)
k=M

N N
= 3 (X W@ @) + i (@)
k=M j=k
R !
= =7 2 (W@ —w T @) Y 1+ f(@)
j=M k=M

= D= M A (W) — @) + ),
=M

Consequently for N > 2M, we have

N 1, N 3
< (S V) (X Vi @ -t ) )
j=M j=M
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Since the operator p is a positive contractlon on L' and L™, by the Dunford—
Schwartz ergodic theorem, we know L Ek =0 p® f(x) converges a.e.

Clearly for each fixed M, Zk:M p*(f)(z) converges a.e. If we could show
that the right hand side goes to zero as M goes to oo, so would the left hand side.
Consequently, for M large enough, and N > 2M, we have that x4 ST, 1# (f)(2)
and pVN 1 f(z) are close. This implies V! f(z) must converge a.e. too.

2\ L
The argument to show that (E;’;Mj‘ujf(:c) — uj“f(x)‘ ) ® converges to zero
involves first transferring the problem to Z. (See Bellow’s paper [8].) A Fourier
transform argument is then used to show that the multiplier is bounded, with
M =1, and consequently, goes to zero as M goes to co. The details of the Fourier
transform argument are as follows.

H(iﬂ"/ﬂf( Pt () /l 12 ‘/ﬂf /m(v)rdv
s v

-/ l_lzj (1) F) = (@)™ Feon v

j=1

-/, Zm L= A PIFF dy

1 2
<[, (W) L= A PIF )P oy
u 11— A0y 2 N
< s (T o) . FOP®
1= 21y
<csw (=) VB

Hence, with the assumption that p has bounded angular ratio, the first part of the
theorem follows. As we see, the bounded angular ratio condition arose naturally in
the computation.

The maximal inequality follows from the fact that

1 f () |<|—Zuf el f () — i f@)) "
k=1

Now take the supremum over N on both sides. Note that

N
1
| Sup ¥ Y1 @llp < coll fllps
k=1

since p is a contraction on all LP, and we just saw that at least for p = 2, the
square function is a bounded operator. The general case follows by Stein’s complex
interpolation.

O

Of course, the theorem is only useful if there are measures that satisfy the
bounded angular ratio condition. It turns out that there are many examples of
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such measures. The following theorem from [13] shows how to find a large class of
examples.

Theorem 4.5. If

> ku(k) =0

k=—co

and

o0
Z E*u(k) < oo
k=—oc0
then u has bounded angular ratio, and p" f(x) converges a.e. for f € LP, 1 < p <
00.

REMARK 4.6. If g has finite first moment (in particular, if g has finite second mo-
ment) and E(p) = > o~ kp(k) # 0 then p has unbounded angular ratio. Hence
if E(u) = 0 then the statement p has finite second moment, and the statement pu
has bounded angular ratio are equivalent.

It turns out that the bounded angular ratio condition is not only sufficient for
a.e. convergence of the convolution powers, but it also is (almost) necessary. We
have the following result. (See [1], [3] and [15].)

[l -1
Theorem 4.7. If lim ity ~ 1] = oo then (u™) has the strong sweeping out prop-

AT 1A0)|

a(y) —1

It is possible that lim M
=11 — ()|

where we are still uncertain if divergence occurs.

erty

fails to exist. In that case, there are situations

REMARK 4.8. In [13] Bourgain’s entropy method was used to show that divergence
occurs. Later in [1] a modification of the Fourier transform condition for strong
sweeping out was used to obtain the stronger result. In [3] a modification of the
entropy method was used to also obtain strong sweeping out.

In the above discussion we have only considered the case p > 1. The case p =1
is much more difficult. The first non-trivial result in this direction was obtained by
Karin Reinhold [64].

Theorem 4.9 (Reinhold [64]). If p has bounded angular ratio and
o0
> R uk) < 0o
k=—o0

(V17-3)

2

for some § > , then u" f(z) converges a.e. for all f € L'.

(Recall that for p as above, since u has bounded angular ratio, we are restricted
to p such that E(u) =0.)

The argument used by Reinhold involved a comparison with the appropriate
normal density, and used the fact that the maximal function associated with con-
volution of dilates of the normal density function will satisfy a weak (1,1) inequality.

(V17-3)
2

However, it seemed unlikely that the term could be sharp.
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Encouraged by Reinhold’s result, the problem was later studied by A. Bellow
and A. P. Calderén. They knew about the Calderén transfer principle, and they
realized that in some ways, these convolution powers behaved like singular integrals.
Moreover they knew how to use the Calderén-Zygmund decomposition to obtain
results about singular integrals. With these tools, they improved Reinhold’s result
to obtain the following.

Theorem 4.10 (Bellow—Calderén [11]). If p has bounded angular ratio and

> kPpk) < oo,
k=—o0

then:
o For each A > 0 we have

c
m{z s sup " f(z) > A} < Sl fllss
o For all f € LY(X), p™f(x) converges a.e..

A sketch of their proof is given below. They first transfer the problem to Z, and
1 o ori
write p™(z) = [2, a(e?™)"e~2m% 49, They then use a clever integration by parts
2
argument to obtain the following Lemma.

Lemma 4.11 (Bellow—Calderén). If pn has bounded angular ratio and

S IkEak) < o,

k=—o0
then

cly
sup (@ — y) — ()] < 4.
! l

This lemma gave them exactly the same control of the “smoothness” of the con-
volution powers that one has for the Hilbert transform. Once Bellow and Calderén
established this control, they knew the proof could be finished in exactly the same
way that one completes the proof of the weak type (1,1) inequality for the Hilbert
transform. Convergence on a dense class (all of L?) was known. Consequently, by
the Banach principle, to establish convergence for all f € L, it was enough to prove
this weak type (1,1) inequality. To prove such inequalities, with either the convo-
lution powers or the Hilbert transform, one begins with the Calderén-Zygmund
decomposition. The version of this important decomposition stated below is for
Z, however, with nothing more than a change in notation, the same decomposi-
tion holds on R. It is the key to prove the weak type (1,1) result for the Hilbert
transform, and as Bellow and Calderén showed, for convolution powers as well.

Theorem 4.12 (Calderén-Zygmund decomposition). Given a nonnegative function
f€LHZ) and X\ > 0, we can write f = g+ b, where g € (>(Z) and
(1) llgller < N fllexs
(2) llglloo < 2,
(3) b=>",b; where each b; satisfies:
a) each b; is supported on a dyadic interval B;,
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b) 37, bi(j) =0 for each i,
c) ﬁ ZjeBi [b:(5)| <4\ and A < ﬁ ZjEBi
d) For each i # j we have B; N\ Bj = 0.

fFO)

REMARK 4.13.

e We are using |S| to denote the number of integers in the set S.
e The conditions above imply

1 1
zi:|Bi| < 1 zz: il < X||f||el-

e In the above decomposition, if A > || ||« then we can take f = g and b = 0.

Proof of 4.12. The proof is not difficult. First find a dyadic interval, I, so large
that 7 3 ;¢, [f()] < A and |f(j)] < A for j ¢ I. Now divide I into two equal
dyadic subintervals, I; and I,. Look at the average over each piece. If in either
case the averages is more than A, keep that interval and it will become one of
the B;’s. If the average is less than A, divide that interval into two equal dyadic
subintervals, and repeat the procedure. The process clearly stops after only a finite
number of steps. We then have a collection of disjoint dyadic intervals. The average
over any one of the selected intervals is dominated by 2A. The value of f off the
union of these selected intervals is at most A. Denote the selected intervals by

B1,Bs,.... On B; define g = ﬁzjeB,- f(4), and off UB; define g(j) = f(j)-
Define b(j) = f(j) — g(j), and let b; = bxp,. It is easy to check that all the desired
properties are satisfied. a

REMARK 4.14. There is also an analog of the Calderén-Zygmund decomposition
for martingales. This was discovered by Gundy, [38], and has been useful for proving
several results about martingales.

Proof of 4.10. The following proof is due to Bellow and Calderén. We first use the
strong type (2,2) inequality to maintain control of g. We then use the smoothness
of the operator to control b when we are far from the support of b, and use the
fact that b has small support to control what happens near the support of b. The
details are as follows.

Note that

[{sup |u" f ()| > 2A}| < [{sup [u"g(x)] > A} + [{sup |[u"b(x)| > A}|.
To handle the first term, recall that by Theorem 4.4 we have

| sup ["gllez < cllglle2-
n
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Consequently,

[{sup |1"g ()] > A} < 35l sup|u"gllI7

IN

gl

5z 2 laG)P

C ’ .

32 2 l9G)IA
J

Slglle

Ao

IN

IN

IN

IN

To handle the second term, we first write B; for the interval with the same center
as B;, but WithNﬁve times the length. We also let B = U;B;. Let B¢ denote the
complement of B. We then have

[{sup |1"b(w)| > A} < [{sup [u"b(x)] > A} N B9| + | B.
n n
This time the second term is easy. We have

. 5
1Bl <53 |Bil < <[ fller-
i

For the remaining term, we need some additional notation. Let r; denote a point
near the center of the interval B;. Recall that p""b(x) = ), u"(x —r)b(r), and that
>, b(r) = 0. Consequently,

Z ' (x —r;)b(r) = 0.

reB;

For z € B¢, we know |z — ;| > 2|B| and for r € B;, we know |r — ;| < |B|. Hence

s el i'—
ool =% 22 B S

wEBC =|Bs]|
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We have
{sup "b(@)] > A} BY] < 3 3 supl”b(o)
wGBC "
SIS suplub)
i weéf "
<3S sw | = ) — 3w = ()
i EGEf n T r
<33 S sup|a =) — i~ )| I
i wGBf r n
1 -7
1 T weBZC
<> 5Dl
<c) |Bi
< < Il

5. Good-\ Inequalities for Convolution Powers

The above discussion suggested that convolution powers exhibit a behavior sim-
ilar to that of a singular integral. In this section we give an additional result in the
same spirit. That is, the result is proved in the same way as a related result for
singular integrals. Let u be a probability measure on Z. As before, let

o0
nf(@)= Y wlk)f(r*o),

k=—o0

and for n > 1, u" f(x) = p(u"~" f)(z). Let p* f(x) = sup,,5, " f(2)| and
b

)= sup ———— 5 |f(ra)]

a<0<b b—a+1 et

Theorem 5.1. Assume p is a probability measure on Z which has finite second
moment and ), ku(k) = 0. There are constants C > 0 and C' > 0 (which depend
only on p) such that if 8> 1 and 0 < v < 1 satisfy B —1 —~C" > 0 then

Cy

REMARK 5.2. Joint distribution function inequalities such as given in the above
theorem are often called “good-lambda” inequalities. They were introduced by
Burkholder and Gundy, and have played an important role both in probability and
in harmonic analysis. For example, see Coifman’s article [28], where he proves

m{z s p*f(z) > BA, f*(x) <A} <
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a similar inequality between certain singular integrals and the Hardy-Littlewood
maximal function.

Proof. First we will prove the result on Z and then transfer the result to the
ergodic theory setting in the standard way. We will use the same notation for the
operators on Z with the transformation being translation.

Let ¢ € ¢'. We can assume without loss of generality that ¢ is non-negative.
Let S = {j : w*¢(j) > A}. Then we can write S = UI;, where the I; are disjoint
intervals of integers, and the intervals are of maximal length. That is, if I; =
{pl + ]-7 R A dz}; then N*¢(pz + .7) > A for ] = ]-727 . '7di7 N*¢(pz) < A and
pr(pi +di +1) <A

Let I ={p+1,...,p+ d} be one of these intervals. It will be enough to prove

Cy
B—1—~C"

We can assume that there is a point py € I so that ¢*(po) < yA since otherwise
the left side of (2) is zero and the result is obvious.

Let [ ={p—d,...,p+2d}. Then I C I, and I is at least a distance d from the
boundary of I. Let ¢ = ¢1 + ¢2 where ¢1(j) = ¢(j)x;(j)-

Although we only need to estimate p*¢(j) for j € In{k : ¢*(k) < yA}, we
will actually show first that there is a constant C' such that we have the uniform
estimate p*@2(j) < (1 +C'y)A for all j € I.

For fixed n, we have for j € I,

(2) {5 € I:p*o(5) > BA, 0*(j) <A} < |1].

poa(i) = Y w"(i = k)ga(k)

k=—oc0

= 3 W -Rem+ Y (16— k) == k) e(k)
k=—o0 k=—o0

= A+ B.

We have
A< DY @ p—k)ok) = p"op) < A
k=—oc0

since ¢2 < ¢ and p*¢(p) < A by assumption.
For B we need to work harder. We can write

= > (WG-h 1" B))ba(k)
k=—oc0
+ Y (u”(po —k) —pu"(p - k))¢2(k)
k=—00
=B + B>

Recalling that ¢, is supported outside I, that ¢*(pg) < v\, and the smoothness
condition on u™, from Lemma 4.11, that is

, o — jl
"G — k) — " (po — k)| < 20T
|ll’ (] ) H (pO )|— |p0_k|z
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which was established in [11], we now estimate

Bi= Y ("G =k = u"(po — k) a(k)
k=—o0
< > (WG-R) =i o~ B)) (k)
|po—k|>d
17— pol
< ¢ o(k)
|P0§1€:|>d |k_p0|2
SedY o —k) +ed) k—12¢(po +k)
k=d k=d
= 1 1
< Cdkgdﬁﬁ(po - k)J:Zk (]_2 TG+ 1)2)
+at) o +0 Y (5 - Goyp)
00 J 00 J
<SS 6o — k) +edS =3 olpo + k)
i=a?" k=0 j=d 73 k=0
< 2cdg*(po) > i2
j=d7
< 2¢vA.

The term B is estimated in exactly the same way, and we also obtain By < 2¢yA.
Hence if we let C' = 4¢, then we have p*¢o(j) < (L + C'y)X for all j € I.

We now return to estimating the left side of (2). Here we will use Theorem 4.10,
the fact established by Bellow and Calderén [11], that p* is a weak type (1,1)
operator. We have

Hj € 1:p*o(j) > BA,¢*(4) <A}
SHiel:pwei(G) +p (i) > (B —1—7CHX+ (1 +~C")A}
SHieTl:pei(j) > (B—1—-CHA}

C
Sm“¢1|h
C 1
<———|I|= k
c
Smm(f’*(m)
c
SBoi—onl
C
el

< - -
T -1
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as required. O
This implies the following corollary.

Corollary 5.3. Assume p is a probability measure on 7Z which has finite second
moment and ), ku(k) = 0. Let ®(t) > 0 be increasing and such that ®(2t) < c®(t)
fort > 0. Then there is a constant ¢ such that

/ ®(p* f(z))dz < é/ ®(f*(z))dz.
b b

In particular, taking ®(t) = tP, we have

[wi@rsa [ 1p@pa
X X
for 0 < p < oo.

REMARK 5.4. Note that the range of p is 0 < p < oo, we do not have the usual
restriction that p > 1.

Proof. Take 8 =2 and v = 2%\, for some large enough integer N. We have

[ 2Gu syt < [“mte st i) > 203480
X 0
< [ mte i@ > 20, 57(@) < gyAlae0)

+ /0 T onlw s @) > 20, () > 2LN>\}d<I>(>\)

> Ok . 1
< / y gl i) > ARy
+ [T @) > geaen)
CL .
<12 [ a0 ) e

— 5%

N px
+/X<I>(2 f*(z))dz.

Hence we have

e
[ #Gurnde <2 [ a(esw)is s [ 8@ @)a

N X

Using the properties of ® we see that this implies

C% N 1 x
/)((I)(%u*f(m))dmﬁﬁc/xq)(%ﬂ f(@))dz + N /‘I)(Qf () da.

2N X

Now we solve, and obtain

(1—cﬁ)/x<ﬁ(%,u*f(w))dwSCN“/ ‘I>(§f*(a:))d$.

[ed
1_2_N
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Replacing f by 2f, and taking N large enough so that C’ < 2V, we have the
conclusion of the theorem.

(Actually there is an additional step. We first establish the theorem with p* re-
placed by supg< < |(#*|. For this operator we know that the term [, ® (Ap*f(z))dz
on the right hand side will be finite, so we can solve. Then we note that the in-
equality does not depend on K, so we have the result for the maximal operator,
w*.)

O

6. Oscillation Inequalities

To understand some of the discussion in this section, it helps to have a little
background about martingales. We will not need the full theory, and consequently,
will restrict our attention to two special cases: the dyadic martingale on [0,1), and
the dyadic reverse martingale on Z.

For f € L*([0,1)) and n = 0,1, ..., define

kE+1
PA

k.
fn(2) = 2”/ f(t) dt for 2ﬁn <r<

with £ =1,2,...,2".
Some important operators include the martingale maximal function

(@) = Sl;plfn(ﬂf)l,

and the martingale square function

oo 1
Suf(@) = (3 Iful@) = e @)
k=0

Doob, in his classical 1953 book, [33], proved that ||f*|l, < ¢l fll, and also
proved the associated weak type (1,1) inequality, that is, m{z : [f*(z)] > A} <
Sl fll1- (See Doob’s book, [33] for further discussion, as well as many other impor-
tant facts about martingales.) Austin [7] first proved the weak type (1,1) inequality
for Sarf in 1966. As in the case of the maximal function, we have ||Sa fllp < ¢pll fllp
for 1 < p < oco. It was Burkholder who first realized the importance of the martin-
gale square function, and later working with Gundy and Silverstein, they were able
to use the martingale square function to give the first real variable characterization
of the Hardy space H' [26]. (See Petersen’s book [61], “Brownian Motion, Hardy

Spaces and Bounded Mean Oscillation”, for an exposition.)
We can also consider two additional operators. First, if we fix an increasing
sequence (ng) we can define the oscillation operator,

Ouf@)= (> sw  |ful@ - ful@)P)

k1 e <N<Tkg1

=

For any ¢ > 2, we define the g-variational operator for martingales by

1

Vo @ = s (3@~ fuv @17)
k=1

np<nz<...

where the supremum is taken over all increasing sequences of positive integers.
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It is easy to see that ||Oas fll2 < ¢||f|l2- Just note that

[ sw o) - fal@)Pde < [ (o) = fup (@),
nE<n<ng41
which follows from the maximal inequality applied to the martingale that starts at
ng. The strong (p,p) result for Vi ,f is a result of Lepingle [55]. See also [60] and
[43] for further discussion of the operator Vs ,. (If ¢ < 2 the operator can diverge.
That is why we restrict our attention to o > 2. See Monroe’s paper [58]. If we use
an exponent ¢ < 2, then even the analog of the simple square function can diverge.
See [5].)

It is also useful to note another square function that has played an important
role in analysis. That is, the Littlewood Paley g-function. Let P;(z) =

denote the Poisson kernel on R. Define u(z,t) = f x Pi(z), and let

oi@) = ([ dvute.op a)”

A closely related (and slightly easier) operator is

0t = ([~ tg s poar)’

If we were look at a discrete version of the operator g;, we might try to break
up the region of integration, estimate %f * Pi(x) on each piece, and add up the
results in the appropriate way. Consider the following heuristic' argument.

2_t
Pl P P

2k+1

=

(Z/ t|—Pt *f|2dt)%

z( f: /zk+12k‘P2k+1*f() Py x f(x ‘dt)
(
(

(ST

2k
ok+1

> (Paews s fla) = P S0 [ o)

M

L Actually one direction of this heuristic argument can be made precise. Write
2k+1

1 0 oy 1
Z|P2k+1*f Py x f(2)[*) 2 = ( Z|/ Ept*f( x)dt|?)

k

<3,

< (/0 tlaPt * f(@)di) ¥ = g1 f(x).

ok+1 L
\*B*f)VﬁP
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With the above martingale square function, and the Littlewood-Paley g function
as motivation, we define the ergodic analogs, and see to what extent they behave
like the previously studied square functions.

Fix a sequence n; < ny < .... We define the ergodic square function associated
with this sequence by

[V

51@) = (3 A F @) = Auyr F@F)
k=1

The theory for this operator developed as follows:

(1) The first special case was ny, = k, which was shown to be a bounded operator
on LP for p > 1, and weak type (1,1) in 1974. (See [40] and [41].)

(2) The second special case was ny = 2* considered by de la Torre in 1975 [31].

(3) The general case was studied in a paper that appeared in 1996 in joint
work with Ostrovskii and Rosenblatt [47]. We showed that in particular the
operators are bounded on L?, 1 < p < 2 and are weak (1,1). Later, in joint
work with Kaufmann, Rosenblatt and Wierdl, we showed that they map L*°
into BMO and hence by interpolation, are bounded on all L?, 1 < p < co.

To prove these square function inequalities, we argue as follows. First, using the
Calderén transfer principle, as usual, we transfer the problem to Z. To prove the L>
result, we use a Fourier transform argument. After writing things in terms of Fourier
transforms, we make two different types of estimates, depending on the growth from
Ny to ngy1. In particular, for fixed 8, we look at those k so |ngf — ng+16| <1 and
those where |ngf — ng116] > 1. It is then a matter of adding up the resulting
estimates. This takes some work, but is not too unpleasant.

For the weak (1,1) result, we continue to work on Z, and do a Calderén-Zygmund
decomposition of f. (Recall Theorem 4.12.) Following the standard technique, as in
the proof of Theorem 4.10, write f = g+ b. Use the L? estimate on g, and then try
to use an L' estimate on b, staying far away from the support of b. Unfortunately,
even in some simple cases, (say ny = k and b = §y — 1) the square function will not
be in ¢!(BC), that is, even if we only sum far away from the support of b, we can
still diverge. Consequently, the standard technique fails, and we need to modify
the method.

We avoid the above difficulty by using the following result:

Theorem 6.1. Let S be a sublinear operator, and assume that S has the following
properties

(1) {z: Sf>AH < =113
(2) For some ¢ > 1, we have

1

2) 1S(S,0) @) < e S, 15b)@)2)* fora ¢ B.
b) 3¢ Lreh: [S(b))I¢ < clByl.
Then S is weak (1,1).

Proof. First, using the decomposition, we can write

m{z : Sf(x) > 2A\} <m{z: Sg(z) > A} + m{x : Sb(z) > A}.
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For the “good function”, g, the argument is easy, as before. We have

C
o Sgla) > N} < gl

~ 5 [la@P ds
<5 [la@irds

<5 [1r@lde=Sifl,

as required.
For the “bad function”, b, we have the following estimate

[{z : Sb(zx) > \}| < [{z € B¢ : Sb(z) > \}| + |B|
<5 2 IS b @ + 1B
xGBC J
<5 2 D ISG)@)I +1B|
zEE J
> X ISG) @ +1B]
J zeB;

¢y |Bj|+5)_|Bl
J j

C
S

IN

IA

IN

O

To prove S(f) is weak type (1,1) it will be enough to show that our square
function satisfies the properties in Theorem 6.1.

The required weak (2,2) result is just a consequence of the strong (2,2) result.
For the second condition we use ¢ = 2, and note that for fixed z and k, at most
two of the terms in the squared part of the expression are non-zero, and that
(a+b)? < 2(a® + b?).

The third condition requires some work to estimate, but is just a computation.

It turns out that these square functions map ¢ into BMO, and consequently,
we can interpolate, and get strong type (p,p) for 1 < p < occ.

REMARK 6.2. There are some sequences, such as n, = 2% for which a different
argument will work. When n;, increases fast enough, a condition sometimes referred
to as the Héormander condition is satisfied. In this case, the more standard argument
will work. However, in general the Hérmander condition is not satisfied, and the
above argument is required.

To give a flavor of the kind of computations necessary to prove the square func-
tion is bounded on L?, we illustrate the technique with a very special case.
Let ny = k, that is we are looking at the square function

Sf(@) = (314 f (@) = Apsa f@))
k=1

=
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Rewriting the problem on Z, we have
1— 627rin9

n—1
1 _ 1 2mikf __
Anf(9) = n Z € T (1= e2mify
k=0

Using Fourier transforms, we have

ISfI2 = / 1S ()| do

=

[N

ST1AF(O) — Aier F(0)[2 b
k=1

(ST

- / RSO

:[ 7

<13 1A —mﬁuoo/ FO)2 do

1
k=1 3
i — —_—
< I 1A = APl 12
k=1
Hence it is enough to show that

o0
| Z | Ak — Apg1Plloo < c
k=1

We have

oo —~ —_—
1Y 1A = At Plloe =
k=1

|
NgE

1 = 1
e A 2mijo 2miko 2“
e N i

=
Il
iR

oo 1 1 k—1
_ Z = Zezm'o _ ezmko|2H
2
— (k+1)2'k = oo
= 1 —
<[> ——(210)? +2 H
Because of the term ﬁ, we will have a bounded sum if
[4k(0)] < ¢

for some constant ¢, independent of 6. The required estimate is trivial. Just
estimate each term in the sum defining Aj by 1. Thus, the average is no more
than 1.

REMARK 6.3. In the case special case considered above, i.e., the case ny = k, a
different argument can be used. Following the argument above, but working directly
with the ergodic average, we can dominate the square function by a constant times
the maximal function, plus the operator
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It is easy to see that this last operator is bounded in L2. A variant of this operator,
when we look at f(7" ) instead of f(r*x), is studied in [50].

We now consider the oscillation operator
0f@)= (> sw  [Anfl@) - Auf@)F)’.
=1 Mk <Nk

(1) In 1977, Gaposhkin [36] showed that ||Of]l2 < ¢||f|lz in the case where
we have 1 < a < nfl—:l < B < oo for some constants a and 8. Also see
Gaposhkin’s later paper [37].

(2) In 1989 Homer White showed that there was in L? inequality in case there
are constants a > 0 and 3 > 1 such that gy, > anb. (See [6].)

(3) In joint work with R. Kaufman, J. Rosenblatt and M. Wierdl, [43] we showed
that ||Ofll2 < ¢|| f]l2, with no restriction on the increasing sequence (ny), and
in fact we showed, [|Of||, < ¢p||fllp for 1 < p < 0o, and the operator is weak
type (1,1). Further, the constant ¢, depends only on p, and does not depend
on the sequence (ng).

N

We will now show how to prove a weaker version of this last result. We will show
how to get the L? boundedness without the restriction imposed by Gaposhkin,
that nfl—;rl < B < oo. (However, the argument will still require the restriction that
l<ax< ”T’“L—:l .) To do this we need one more result that is also contained in the joint
paper with Kaufman, Rosenblatt and Wierdl. On Z we can consider the reverse
martingale given by E, f(z) = 7 E;;t?fﬂfl f(j) where r2™ < z < (r + 1)2™.
(This reverse martingale satisfies the same results as the standard martingale, in
particular we have ||Ops f|l2 < c||fl2.) We can also define the square function

Spf(z) = (f} Ao f(x) — Ekﬂx)ﬁ)%
k=1

This operator, which gives us a way to transfer martingale results to the ergodic
theory setting, is strong (p,p) for 1 < p < oo, and is weak (1,1).

We can now estimate as follows. For fixed ny < n, let 2% denote the largest
dyadic that is to the left of ng, and let 2¢ denote the largest dyadic that is to the
left of n. Let f, = A, f(x). We have

|fnk - fn|
= |fon + (oo = foun) + (BEeo f = Eo ) + (Eef — Eef)) + (far = fae) = [l
= |(fnk - fZZk) + (fsz - E(kf) + (Elkf - E(f) + (Eff - f2‘3) + (.]02Z - fn)|
< |fnk - f2@k| + |f2£k - Elkf| + |Elkf - Elf| + |Eff - f2@| + |f2@ - .fn|
Using this observation, we can estimate (3" p—, | fa, (¥) — fn(z)|?)}/? by first using
the triangle inequality. From the resulting expressions, the first one we can estimate
by using S f, the second by Sp f, the third by O/ f, the fourth by Spf again, and

for the last expression, use Gaposhkin’s result, since 2¢ < n < 2(+1,
We can also define an analog of the operator V), f, by

R |-

n1<nz2<...

Vof@) = sup (3140 f(2) = Ane,, f(2)]2)
k=1
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The proof is much in the same spirit, but we need to use Lepingle’s result in
place of the result for O, f.
This result gives us information about “jumps” of the ergodic averages. Define
the operator
N(f,\, ) = max{n| there exists s1 < t; < s2 <to---< s, < ty,
such that |As, f(z) — As, f| > A for each 1 <k < n}.

We can now show that

[{z: N(f,\,2) > n}| < n £l
We just note that
AN(f N x)? < Vof(a).

Hence

o N ) > )l < o (22) 5y

< Ha:V,f(x) > A7}
v

With a little more work we can in fact replace the exponent
and we can show that this is sharp (see [50]).

There are also higher dimensional results. For example we can use squares,
rectangles, etc. See [51].

IN

ne

by & (see [43])

[Shl

7. Concluding Remarks

There are many interesting and important areas that are related to the above
discussion, but that we have mentioned only briefly, or in some cases, not at all.
For example we did not discuss the extensive work on good subsequences for the
pointwise ergodic theorem. This started with the block sequences of Bellow and
Losert [16], followed by the important and difficult work of Bourgain ([19], [20]),
and Wierd! ([76], [75]). For an excellent (and very readable) exposition of this work,
the reader should see the article by Rosenblatt and Wierdl [69].

There is an important open problem associated with subsequences. At this
time, there is no known example of a subsequence that is good for a.e. convergence
for all f € L', and has successive gaps increasing to infinity. In particular, the
question of a.e. convergence for f € L' along the sequence of squares is open, and
probably very difficult. The techniques used in Section 4 and Section 6, including
the Calderén-Zygmund decomposition, do not seem to apply.

We have not discussed the ergodic Hilbert transform, which has many of the same
properties as the ordinary Hilbert transform. Petersen’s book, “Ergodic Theory”
[62] contains a good introduction to this operator. It turns out that the moving
ergodic averages studied in [15], have an analog for the ergodic Hilbert transform.
See [35].

We could consider oscillation inequalities and variational inequalities for several
operators other than those discussed above. For example we could consider os-
cillation and variational inequalities for averages along subsequences, convolution
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powers, or other weighted averages. (Some results on oscillation and variational
norms for convolution powers are contained in [48], but there is more work to do.)

While as mentioned above, Bellow and Calderén have shown a.e. convergence of
uf for f € L', if p has mean value zero and finite second moment However, there
are many examples of yu for which we know a.e. convergence for f € LP, p > 1,
but which do not satisfy the conditions necessary to apply Bellow and Calderén’s
result. Do the convolution powers of these measures converge a.e. for f € L'?
Again, this problem seems difficult.

It is clear that there are many interesting questions that remain in this area, and
it seems that the more we discover, the more questions arise.
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