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The space of positive scalar curvature
metrics on a manifold with boundary

Mark Walsh

Abstract. We study the space of Riemannian metrics with positive
scalar curvature on a compact manifold with boundary. These metrics
extend a fixed boundary metric and take a product structure on a collar
neighbourhood of the boundary. We show that the weak homotopy type
of this space is preserved by certain surgeries on the boundary in co-
dimension at least three. Thus, under reasonable circumstances there
is a weak homotopy equivalence between the space of such metrics on
a compact spin manifold W , of dimension n ≥ 6 and whose bound-
ary inclusion is 2-connected, and the corresponding space of metrics of
positive scalar curvature on the standard disk Dn. Indeed, for certain
boundary metrics, this space is weakly homotopy equivalent to the space
of all metrics of positive scalar curvature on the standard sphere Sn. Fi-
nally, we prove analogous results for the more general space where the
boundary metric is left unfixed.
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1. Introduction

Over the last decade, much progress has occurred in understanding the
topology of the space R+(X), of Riemannian metrics of positive scalar cur-
vature (psc-metrics) on a smooth manifold X; see for example [2], [8], [15]
and [21]. Although much of this work has focussed on the case when X is a
closed manifold, the case of a manifold with boundary has also been stud-
ied; see in particular [2], [9] and [10]. In this paper we consider that case,
replacing X with a manifold W whose boundary ∂W is non-empty and,
after imposing certain boundary conditions, we study an analogous space of
psc-metrics on W , R+(W,∂W ). The results of this paper aim to shed some
light on the problem of understanding the topology of this space and some
relevant subspaces, as with the analogous case for closed manifolds.

Before discussing the main results, some contextual remarks are required.
The results of this article were motivated by problems arising in the paper,
[2], by B. Botvinnik, J. Ebert and O. Randal-Williams. Originally, it was
suggested that these results comprise an appendix to that paper. During
the course of writing, the authors of [2] found alternative methods and so
the appendix was no longer required. As substantial work had already been
undertaken, this author carried on independently. In the intervening period,
the main result of this work (Theorem A below) appeared, in a somewhat
different form and using different methods of proof, in [10]; see theorems D
and E of that paper. Indeed, what is done in [10] is more general and the
proofs in [10] are shorter. Despite this, many readers may find the approach
taken below to have merit since it is geometrically explicit and involves the
development of certain geometric tools, which will have further applications
in their own right. In particular, this geometric approach could be used for
studying relevant spaces of psc-metrics on manifolds with singularities.

We set the scene by letting W denote a smooth compact manifold with
dimW = n + 1, and boundary ∂W = X, a closed smooth manifold with
dimX = n. We specify a collar c : X×[0, 2) ↪→W and denote byR+(W,X),
the space of all psc-metrics on W which take a product structure on the
image c (X × [0, 1]). Thus, h ∈ R+(W,X) if c∗h = g + dt2 restricted to
X × [0, 1] for some g ∈ R+(X). A further boundary condition we impose is
to fix a psc-metric g ∈ R+(X). We then define the subspace R+(W,X)g ⊂
R+(W,X) of all psc-metrics h ∈ R+(W,X) where (c∗h)|X×{0} = g. Note

that we allow for the possibility that the space R+(W,X)g, or R+(W,X),
may be empty. To formulate our main theorem, we consider another smooth
compact (n + 1)-dimensional manifold Z whose boundary ∂Z = X0 t X1,
is a disjoint union of closed n-manifolds. Thus Z is a cobordism of X0

and X1, sometimes denoted as the triple (Z;X0, X1). Here we specify a
pair of disjoint collars c0 : X0 × [0, 2) ↪→ Z, c1 : X1 × [0, 2) ↪→ Z around
X0 and X1 respectively. We fix a pair of psc-metrics g0 ∈ R+(X0) and
g1 ∈ R+(X1) and denote by R+(Z, ∂Z)g0,g1 , the space of psc-metrics ḡ on
Z so that c∗i ḡ = gi + dt2 restricted on Xi × [0, 1] for i = 0, 1. We assume for
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now that R+(Z, ∂Z)g0,g1 is non-empty, although this need not be the case.
Returning to the manifold W , we further suppose that ∂W = X = X0, one
of the boundary components of Z. Let W ∪Z denote the manifold obtained
by gluing Z to W along this boundary component. Denoting by c the collar
c1, we consider the subspace R+(W ∪Z,X1)g1 of R+(W ∪Z,X1), consisting
of psc-metrics which restrict as g1 + dt2 on c(X1 × [0, 1]). For any element
ḡ ∈ R+(Z, ∂Z)g0,g1 , there is a map:

µZ,ḡ : R+(W,X0)g0 −→ R+(W ∪ Z,X1)g1

h 7−→ h ∪ ḡ,
(1.1)

where h∪ ḡ is the metric obtained on W ∪Z by the obvious gluing depicted
in Fig.1.

(W,h)

g0 + dt2 g0 + dt2
g1 + dt2

(Z, ḡ)

Figure 1. Attaching (W,h) to (Z, ḡ) along a common boundary

1.1. Results. Suppose φ : Sp×Dq+1 → X is an embedding where p+ q+
1 = n and q ≥ 2. Let Tφ be the trace of the surgery on X with respect to φ.
Thus ∂Tφ = X tX ′ where X ′ is the manifold obtained from X by surgery.
We will now let the cobordism (Tφ;X,X ′) play the role of (Z;X0, X1) above.
In the case when q ≥ 2, the Surgery Theorem of Gromov and Lawson [14]
describes a technique for constructing, from any psc-metric g ∈ R+(X), a
psc-metric g′ ∈ R+(X ′). A useful strengthening of this technique allows for
the determination of a particular psc-metric ḡ ∈ R+(Tφ, ∂Tφ)g,g′ , known as
a Gromov-Lawson trace (or, more generally, a Gromov-Lawson cobordism);
see [12], [28]. Metrics which are accessible from each other by a sequence
of Gromov-Lawson surgeries are said to be Gromov-Lawson cobordant. The
map (1.1) now takes the form:

µTφ,ḡ : R+(W,X)g → R+(W ′, X ′)g′ ,

where W ′ = W ∪ Tφ. Our results are as follows.

Theorem A. Suppose p, q ≥ 2. For any g ∈ R+(X), there exist psc-metrics
g′ ∈ R+(X ′) and ḡ ∈ R+(Tφ)g,g′ so that the map µTφ,ḡ is a weak homotopy
equivalence:

R+(W,X)g ' R+(W ′, X ′)g′ .
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Theorem B. Suppose W is a smooth compact spin manifold with closed
boundary X. We further assume that the inclusion X ↪→ W is 2-connected
and that dimW = n+ 1 ≥ 6.

(i.) For any g ∈ R+(X) where R+(W,∂W )g is non-empty, there is a
psc-metric g′ ∈ R+(Sn) and a weak homotopy equivalence:

R+(W,X)g ' R+(Dn+1, ∂Dn+1 = Sn)g′ .

(ii.) Furthermore, if g′ is isotopic to the standard round metric ds2
n, there

is a weak homotopy equivalence:

R+(W,X)g ' R+(Sn+1).

Theorem C. When p, q ≥ 2, the spaces R+(W,X) and R+(W ′, X ′) are
weakly homotopy equivalent.

Corollary D. When W and X satisfy the hypotheses of Theorem B, the
spaces R+(W,X) and R+(Dn+1, Sn) are weakly homotopy equivalent.

1.2. Background. We begin with a brief discussion of the original prob-
lem for a closed n-dimensional manifold X. The space R+(X) is an open
subspace of the space of all Riemannian metrics on X, denoted R(X), under
its usual C∞-topology. An old question in this subject is whether or not X
admits any psc-metrics, i.e. whether or not R+(X) is non-empty. Although
work continues on this problem, in the case when X is simply connected
and n ≥ 5, necessary and sufficient conditions are known: R+(X) 6= ∅ if
and only if X is either non-spin or X is spin with Dirac index α(X) ∈ KOn
equal to zero. This result is due to Stolz [26], following important work by
Gromov, Lawson [14] and others. For a survey of this problem, see [24].

In the case when the spaceR+(X) is non-empty, one may inquire about its
topology. Up until recently, very little was known about this space beyond
the level of path-connectivity. Hitchin showed for example, in [18], that if X
is spin, π0(R+(X)) 6= 0 when n ≡ 0, 1(mod8) and that π1(R+(X)) 6= 0 when
n ≡ 0,−1(mod8). It is worth noting that all of these non-trivial elements
disappear once one descends to M+(X) := R+(X)/Diff(X), the moduli
space of psc-metrics. Here, Diff(X) is the group of self-diffeomorphisms on
X and acts on R+(X) by pulling back metrics. Later, Carr showed in [7]
that when X is the sphere Sn, π0(R+(S4k−1)) is infinite for all k ≥ 2 and all
but finitely many of these non-trivial elements survive in the moduli space.
Various generalisations of this result have been achieved. In particular,
Botvinnik and Gilkey showed that π0(R+(X)) 6= 0 in the case when X is
spin and π1(X) is finite; see [4]. It is also worth mentioning the Kreck-
Stolz s-invariant, defined in [20], which distinguishes path components of
the space M+(X) under certain circumstances. More recently, there have
been a number of significant results which exhibit the non-triviality of higher
homotopy groups of both R+(X) andM+(X) for a variety of manifolds X;
see [3], [8] and [15]. Most of these results ([18], [8], [15]) involve showing that
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for certain closed spin manifolds X and certain psc-metrics g ∈ R+(X), a
particular variation of the Dirac index, introduced by Hitchin in [18], often
induces non-trivial homomorphisms:

Ak(X, g) : πk(R+(X), g) −→ KOk+n+1.

Most recently of all, Botvinnik, Ebert and Randal-Williams in [2], show that
this map is always non-trivial when the codomain is non-trivial. Their meth-
ods are new and make use of work done by Randal-Williams and Galatius
on moduli spaces of manifolds; see [13].

One result which the authors in [2] make use of and which is of particular
relevance here, is the following theorem of Chernysh which utilises a family
version of the Gromov-Lawson construction.

Theorem 1.1. (Chernysh [5]) Let X be a smooth compact manifold of
dimension n. Suppose X ′ is obtained from X by surgery on a sphere i :
Sp ↪→ X with p + q + 1 = n and p, q ≥ 2. Then the spaces R+(X) and
R+(X ′) are homotopy equivalent.

This theorem was originally proved by Chernysh in [5] but was never pub-
lished. Later, this author provided a short version of the proof in [29] based
on work done in [28]. Admittedly, this version was rather terse and did not
adequately address all details. Quite recently however, Ebert and Frenck
have provided a comprehensive proof of this theorem; see [9]. Their pa-
per also contains a strengthening of another relevant result of Chernysh [6]
as well as a correction to a computational error found in expositions of the
original Gromov-Lawson Surgery Theorem ([24], [28]). Theorem 1.1 and the
techniques used to prove it play a fundamental role in proving the results of
this paper. Indeed, Theorem A is effectively a generalisation of Chernysh’s
theorem to work for certain types of “boundary surgery”. Thus, it will be
necessary to provide an overview of the main steps in proving Theorem 1.1
as well as the original Gromov-Lawson construction.

We close by recalling some fundamental questions which motivate this
work.

(1.) Given some g ∈ R+(∂W ), is the space R+(W,∂W )g non-empty?

(2.) If R+(W,∂W )g 6= ∅, what can we say about its topology?

(3.) What can we say about the topology of the space R+(W,∂W )?

Although not strictly the focus of this work, Question (1.) is relevant here
as its answer is often negative. For example, the methods used by Carr in
[7] give rise to psc-metrics on S4k−1 which do not extend to elements of
R+(D4k), for all k ≥ 2. Questions (2.) and (3.) are posed in problem 3,
section 2.1 of the survey article [24], and our results are a contribution to
answering these questions.
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2. Preliminary details

In this section we will take care of preliminary details concerning certain
objects and notions which will be used throughout the paper. In partic-
ular, we will recall the notions of isotopy and concordance on spaces of
psc-metrics. Unless otherwise stated, all manifolds in this paper are smooth
and compact. In particular, X always denotes a smooth closed manifold
of dimension n, while W denotes a smooth compact (n + 1)-dimensional
manifold with a non-empty closed boundary; usually ∂W = X.

2.1. Spaces of metrics. Given a smooth compact n-dimensional manifold
X, we denote byR(X), the space of all Riemannian metrics on X. The space
R(X) is equipped with the standard C∞-topology, giving it the structure of
a Fréchet manifold; see chapter 1 of [27] for details. There are various moduli
spaces one may wish to study, obtained by quotienting R(X) by the usual
action of some or other subgroup of the diffeomorphism group Diff(X); see
[27]. In this paper however, we will only focus on R(X) proper. For each
metric g ∈ R(X), we denote by sg : X → R, the smooth function which is
the scalar curvature on X of the metric g. Finally, we denote the space of
metrics of positive scalar curvature (psc-metrics) on X by:

R+(X) := {g ∈ R(X) : sg > 0}.
This is the open subspace of R(X) consisting of Riemannian metrics on X
whose scalar curvature function is everywhere positive. As mentioned in the
introduction, the space R+(X) may or may not be empty. Throughout this
paper however, the reader should assume we are working with a manifold
X for which R+(X) 6= ∅.

Suppose X is the boundary of a smooth compact (n + 1)-dimensional
manifold W ; thus ∂W = X. As above, we denote by R(W ), the space of
Riemannian metrics on W under the usual C∞-topology. However, to make
our work meaningful we require an additional constraint on metrics near
the boundary. We specify a collar, c : X × [0, 2) ↪→ W , of the boundary
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∂W = X. Thus, c is an embedding and c(X × {0}) = ∂W ⊂ W . Letting
I = [0, 1], we denote by R(W,∂W ), the subspace of all Riemannian metrics
on W which restrict as a product structure on the image c (X × I). Thus, for
any ḡ ∈ R(W ), ḡ ∈ R(W,∂W ) if c∗ḡ = g+dt2 on X× I for some g ∈ R(X).
The corresponding space of psc-metrics on W , denoted R+(W,∂W ), is now
defined by:

R+(W,∂W ) := {ḡ ∈ R(W,∂W ) : sḡ > 0}.
For each h ∈ R+(X), we denote by R+(W,∂W )h ⊂ R+(W,∂W ) the sub-
space of all psc-metrics ḡ ∈ R+(W,∂W ) where (c∗ḡ)|X×{0} = h. It is impor-

tant to remember that the spaceR+(W,∂W ) may be empty. Moreover, even
when R+(W,∂W ) 6= ∅, it is possible that for some h ∈ R+(X), the space
R+(W,∂W )h is empty. As mentioned in the introduction, the problem of
deciding for a given h ∈ R+(X), whether or not the space R+(W,∂W )h is
non-empty is highly non-trivial. Although we assume that ∂W = X admits
psc-metrics, we will make no a priori assumptions about the emptiness or
otherwise of the spaces R+(W,∂W ) or R+(W,∂W )h.

Another way of thinking about all of this is to consider the natural re-
striction map:

res : R+(W,∂W ) −→ R+(∂W ),

where res(ḡ) = ḡ|∂W . Thus, res−1(h) = R+(W,∂W )h. It is fact, due to
Chernysh [6] and Ebert and Frenck [9] that the map res is actually a Serre
Fibration. This is something we will make use of later on where we draw con-
clusions about the space R+(W,∂W ) based on results about R+(W,∂W )h.

We close this section by considering a special case of a manifold with
boundary. Consider an (n + 1)-dimensional manifold Z whose boundary
∂Z = X0 tX1, is a disjoint union of closed n-dimensional manifolds. Thus,
Z is a cobordism of X0 and X1, sometimes denoted as the triple (Z;X0, X1).
Here we specify a pair of disjoint collars c0 : X0 × [0, 2) ↪→ Z, c1 : X1 ×
[0, 2) ↪→ Z around X0 and X1 respectively. In this case, R(Z, ∂Z) denotes
the space of Riemannian metrics on Z which restrict as a product structure
on each of the neighbourhoods c(Xi×I), where i = 0, 1. Thus, ḡ ∈ R(Z, ∂Z)
satisfies:

c∗0ḡ = g0 + dt2 on X0 × I and c∗1ḡ = g1 + dt2 on X1 × I,
for some pair of metrics g0 ∈ R(X0) and g1 ∈ R(X1). As usual, the corre-
sponding space of psc-metrics on Z is denoted:

R+(Z, ∂Z) := {ḡ ∈ R(Z, ∂Z) : sḡ > 0}.
After fixing a pair of psc-metrics g0 ∈ R+(X0) and g1 ∈ R+(X1), we consider
the subspace R+(Z, ∂Z)g0,g1 ⊂ R+(Z, ∂Z) defined as follows:

R+(Z, ∂Z)g0,g1 := {ḡ ∈ R+(Z, ∂Z) : c∗i ḡ = gi + dt2 on Xi × [0, 1],

where i = 0, 1}.

As before, we point out that the space R+(Z, ∂Z)g0,g1 may be empty.
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2.2. Weak homotopy equivalence. Most of the results of this paper in-
volve exhibiting weak homotopy equivalence between topological spaces. Re-
call that a continuous map f : A→ B of topological spaces A and B is a weak
homotopy equivalence if it induces isomorphisms πm(A, a0)→ πm(B, f(a0))
for all m ≥ 0 and all choices of basepoint a0 ∈ A. In the case of an inclusion
A ⊂ B, this is equivalent to showing that the relative homotopy groups
πm(B,A) are trivial for all m. Recall that an element α ∈ πm(B,A) is a
homotopy class of commutative diagrams of continuous maps:

Sm−1

��

� � // Dm

��

A �
�

// B

Thus to show that α is trivial, we must show that any such commutative
diagram is homotopy equivalent to one where the image of the right vertical
map lies entirely in A. Put another way, if f : Dm → B is a continuous map
satisfying f(x) ∈ A for all x ∈ ∂Dm = Sm−1, we must exhibit a homotopy
F : I ×Dm → A so that:

(i.) F (0, x) = f(x) for all x ∈ Dm,
(ii.) F (1, x) ∈ A for all x ∈ Dm,

(iii.) F (τ, x) ∈ A for all x ∈ ∂Dm = Sm−1 and all τ ∈ I.

In all cases in this paper, we will demonstrate weak homotopy equivalence
of an inclusion A ⊂ B by proving the following more general but entirely
sufficient condition. That is, that A ⊂ B will be a weak homotopy equiva-
lence if for any compact space K and any continuous map f : K → B, there
is a homotopy of F : I ×K → B satisfying:

(i.) F (0, k) = f(k) for all k ∈ K
(ii.) F (1, k) ∈ A for all k ∈ K,

(iii.) F (τ, k) ∈ A for all k ∈ K satisfying F (0, k) ∈ A and all τ ∈ I.

2.3. Isotopy, concordance and compact families. We will concentrate
initially on the space R+(X), of positive scalar curvature metrics on X.
Everything we say here has an obvious analogue in terms of the spaces
R+(W,∂W ), R+(W,∂W )g, R(Z, ∂Z) and R+(Z, ∂Z)g0,g1 defined above. A
compact family of psc-metrics is a continuous map, K → R+(X), where
K is some compact space. We say that the family is parameterised by the
space K. In this paper we will be concerned only with the case when K
is a disk. In particular, an important special case of this is when K is the
interval I = [0, 1]. Two psc-metrics g0, g1 ∈ R+(X) are isotopic if there
exists a path, I −→ R+(X), defined by t 7→ gt, connecting g0 to g1. Such
a path is called an isotopy. Two psc-metrics g0, g1 ∈ R+(X) are said to be
concordant if there is a psc-metric on the cylinder X × I which takes the
form of a product g0 +dt2 and g1 +dt2 near the respective ends X×{0} and
X × {1}. It will often be useful to use an equivalent form of the definition,
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namely that two psc-metrics g0, g1 ∈ R+(X) are concordant if, for some
L > 0, there is a psc-metric ḡ on the cylinder X × [0, L+ 2] so that:

ḡ|X×[0,1] = g0 + dt2 and ḡ|X×[L+1,L+2] = g0 + dt2.

The metric ḡ is called a concordance of g0 and g1. Defining collars c0 :
X × [0, 2) ↪→ X × [0, L+ 2] and c1 : X × [0, 2) ↪→ X × [0, L+ 2] so that:

c0|X×[0,1](x, t) = (x, t) and c1|X×[0,1](x, t) = (x, L+ 2− t),

we see that ḡ ∈ R+(X× [0, L+ 2], (X×{0})t (X×{L+ 2}))g0,g1 , the space
of concordances between g0 and g1 on X × [0, L+ 2].

It is a well-known fact that isotopic metrics are concordant; see Lemma
3 of [14]. In particular, there is a fairly straightforward process for turning
an isotopy into a concordance. Suppose t 7→ gt ∈ R+(X), where t ∈ I, is an
isotopy. Consider initially the metric gt+dt

2 on X×I. This metric does not
necessarily have positive scalar curvature, as negative curvature may arise
in the t-direction. It also likely lacks the appropriate product structure near
the boundary. However, by appropriately “slowing down” change in the t
direction we can minimize negative curvature and use the slices to obtain
overall positivity. This is the subject of the following lemma, which allows
us to turn an isotopy into a concordance. Various versions of this lemma
may be found in the literature; see for example [12] or [14].

Lemma 2.1. Let gr, r ∈ I be a smooth path in R+(X). Then there exists
a constant 0 < Λ ≤ 1 so that for every smooth function f : R → [0, 1] with

|ḟ |, |f̈ | ≤ Λ, the metric ḡ = gf(t)+dt2 on X×R has positive scalar curvature.

It is useful to have a well-defined way of obtaining a concordance from an
isotopy. Indeed, we will require a method of converting a compact family
of continuously parameterised isotopies into a corresponding family of con-
tinuously parameterised concordances. With this in mind, we fix a family
of appropriate smooth cut-off functions νL : [0, L + 2] → [0, 1], with L > 0,
as shown in Fig. 2. Each function is non-decreasing and satisfies νL(t) = 0
when t ∈ [0, 1] and νL(t) = 1 when t ∈ [0, L + 2]. This is best done by
specifying ν1 and then defining νL by:

νL(t) =


0 0 ≤ t ≤ 1,

ν1( t+L−1
L ) 1 ≤ t ≤ L+ 1,

1 L+ 1 ≤ t ≤ L+ 2.

Replacing f in Lemma 2.1 with νL, there is a constant Λ, so that the scalar
curvature of the metric gνL(t) + dt2 on X × [0, L + 2] is positive whenever
|ν̇L|, |ν̈L| ≤ Λ. By choosing sufficiently large L > 0 these inequalities can
be made to hold, resulting in a psc-metric on X × [0, L + 2]: the desired
concordance.

Lemma 2.1 and the concordance construction described above work just
as well for compact families. More precisely, let K be a compact space
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0 1
0

1

L+ 1 L+ 2

Figure 2. The cutoff function νL

and K × I → R+(X), (k, t) 7→ gk,t ∈ R+(X) be a compact family of psc-
metrics. This is best thought of as a compact family of isotopies t 7→ gk,t
parameterised by k ∈ K. In turn, this leads to a parameterised analogue, Λk,
of the Λ term above. By compactness, there is a constant ΛK > 0 satisfying
Λk ≥ ΛK for all k ∈ K. Then by choosing L > 0 so that |ν̇L|, |ν̈L| ≤ ΛK , we
guarantee that the metric gk,νL(t) + dt2 has positive scalar curvature for all
k ∈ K. This gives us the following lemma.

Lemma 2.2. Let K be a compact space and let gk,t ∈ R+(X) denote a
continuous family of metrics with respect to the parameter (k, t) ∈ K × I.
Then there is a constant LK ≥ 1, for which the map K → R+(X × [0, L+
2], X × {0} tX × {LK + 2}) defined by:

k 7−→ ḡk := gk,νLK (t) + dt2,

defines a continuous family of concordances on X × [0, LK + 2].

The constant LK above will also bound the first and second derivatives of
τνLK where τ ∈ [0, 1] is a constant. Thus, we obtain the following useful
corollary.

Corollary 2.3. The map K×I → R+(X×[0, L+2], X×{0}tX×{LK+2})
defined by:

(k, τ) 7−→ ḡk,τ := gk,τνLK (t) + dt2,

determines a homotopy through concordances between the family of trivial
concordances gk + dt2 on X × [0, LK + 2] and the family ḡk above, where
k ∈ K.

Although we frequently consider concordances on cylinders of the form
X × [0, L + 2], for some L > 0, it is worthwhile having a means of viewing
all such concordances on the same cylinder, X × I. With this in mind, we
specify a family of diffeomorphisms:

ξL : [0, 1] −→ [0, L],

parameterised by L > 0 and satisfying:

(i.) ξL(t) = t when t is near zero,
(ii.) ξL(t) = L− 1 + t when t is near 1.

Thus, any concordance ḡ ∈ R+(X × [0, L + 2], X × {0} t X × {LK + 2})
gives rise to a concordance, (idX × ξL+2)∗ḡ on X × I. Later, when dealing
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various concordances on cylinders X × [0, L+ 2] for varying L, we will make
use of this identification to compare concordances on the same space.

3. Standard metrics on the disk and sphere

In this section we recall some well known standard metrics on the disk and
sphere. These metrics will be rotationally symmetric and include “torpedo
metrics” on the disk as well as a generalisation called an “almost torpedo
metric”.

3.1. Embeddings, torpedos and warping functions. For any ρ > 0,
we denote by Dn(ρ) := {x ∈ Rn : |x| ≤ ρ} and Sn(ρ) := {x ∈ Rn+1 : |x| =
ρ}, the n-dimensional Euclidean disk and sphere of radius ρ. As usual,
Dn := Dn(1) and Sn := Sn(1) denote the standard unit objects. Let ds2

n

denote the standard round metric of radius 1 on Sn. This metric may be
obtained by the embedding into Euclidean space:

(0, π)× Sn−1 −→ R× Rn

(r, θ) 7−→ (cos r, sin r.θ),

and computed as:

ds2
n = dr2 + sin2(r)ds2

n−1.

Strictly speaking, in these coordinates this metric is defined on the cylinder
(0, π) × Sn−1. However, the behaviour of the function, sin, near the end
points of the interval (0, π) gives the cylinder (0, π)× Sn−1 the geometry of
a round n-dimensional sphere which is missing a pair of antipodal points.
Such a metric extends uniquely onto the sphere.

We now consider a generalisation of this embedding. We begin by replac-
ing cos(r) with α(r) and sin(r) with β(r), where α, β : [0, b] → [0,∞] are
smooth functions satisfying the following conditions:

(i.) β(r) > 0, for all r ∈ (0, b),

(ii.) β(0) = 0, β̇(0) = 1, β(even)(0) = 0,

(iii.) β(b) = 0, β̇(b) = −1, β(even)(b) = 0.

(3.1)

α(r) = α0 −
∫ r

0

√
1− β̇(u)2du, where α0 =

∫ b
2

0

√
1− β̇(u)2du. (3.2)

The functions α and β behave like cos and sin at the endpoints. Moreover, α
is determined completely by β so as to satisfy α̇2 + β̇2 = 1. Thus, the curve
[0, b] → R2 given by r 7→ (α(r), β(r)) is a unit speed curve. The constant
α0 is somewhat arbitrary; see remark 3.3. We now consider the map, Fβ,
defined by:

Fβ : (0, b)× Sn−1 −→ Rn × R,
(r, θ) 7−→ (β(r).θ, α(r)).
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Proposition 3.1. For any smooth functions α, β : [0, b]→ [0,∞) satisfying
the conditions laid out in 3.2 and 3.1, the map Fβ above is an embedding.

Proof. Injectivity of Fβ is guaranteed by the fact that β(r) > 0 when
r ∈ (0, b) and that α is strictly monotonic. The maximality of the rank of
the derivative of Fβ follows from an easy calculation. �

The induced metric gβ, obtained by pulling back the Euclidean metric on
Rn+1 via Fβ, is computed as:

gβ :=F ∗β (dx2
1 + dx2

2 + · · ·+ dx2
n + dx2

n+1)

=(α̇(r)2 + β̇(r)2)dr2 + β(r)2ds2
n−1

=dr2 + β(r)2ds2
n−1.

The following proposition is proved in Chapter 1, Section 3.4 of [23].

Proposition 3.2. Provided the smooth function β : [0, b]→ [0,∞) satisfies
the conditions laid out in 3.1, the metric gβ extends uniquely to a rotationally
symmetric metric on Sn. Furthermore, if we drop condition (iii) of 3.1
and simply insist that β(b) > 0, this metric is now a smooth rotationally
symmetric metric on the disk Dn.

Remark 3.3. The constant α0 in the definition of α above is defined simply
to “centre” the image of Fβ around the origin. Replacing it with zero or any
other constant would not affect the induced metric.

A straightforward calculation gives that the scalar curvature, sβ, of the
warped product metric, dr2 + β(r)2ds2

n−1, is given by the formula:

sβ(r, θ) = −2(n− 1)
β̈(r)

β(r)
+ (n− 1)(n− 2)

1− β̇(r)2

β(r)2
. (3.3)

Below we set out some sufficient conditions on the smooth function β :
[0, b] → [0,∞), which along with 3.1 guarantee the metric gβ has positive
scalar curvature.

(i.) β̈ ≤ 0 and
...
β (0) < 0.

(ii.) When r is near but not at 0, β̈(r) < 0.

(iii.)
...
β (b) > 0, while β̈(r) < 0 when r is near but not at b.

(3.4)

In [28, Proposition 1.6] we prove the following.

Proposition 3.4. Let n ≥ 3. For any smooth function β : [0, b] → [0,∞)
satisfying conditions 3.1 and 3.4 above, the metric dr2 + β(r)2ds2

n−1 on

(0, b)×Sn−1 determines a smooth rotationally symmetric metric on Sn with
positive scalar curvature. Furthermore, if we drop condition (iii) of 3.1 and
instead insist that β(b) > 0, this metric determines a smooth rotationally
symmetric psc-metric on Dn.
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We now consider an important example of a rotationally symmetric metric
on the disk. For any δ > 0 and λ ≥ 0, let ηδ,λ : [0, π2 + λ] → [0, 1] be any
smooth function which satisfies the following conditions:

(i.) ηδ,λ(r) = δ sin r
δ when r is near 0,

(ii.) ηδ,λ(r) = δ when r ≥ δ π2 ,
(iii.) η̈δ,λ(r) ≤ 0,

(iv.) the kth derivative at δ π2 , η
(k)
δ,λ(δ π2 ) = 0 for all k ≥ 1.

We will assume that for any pair λ, λ′ ≥ 0, ηδ,λ and ηδ,λ′ agree on the interval
[0, δ π2 ].

The function ηδ,λ is known as a δ-torpedo function with neck length λ or
δ−λ-torpedo function. As it satisfies conditions (i.) and (ii.) of 3.1 and has
ηδ,λ(π2 +λ) > 0, it gives rise to a smooth metric on Dn. The resulting metric
is called a torpedo metric of radius δ and neck length λ (or δ − λ-torpedo
metric). It is denoted gntorp(δ)λ and given by the formula:

gntorp(δ)λ = dr2 + ηδ,λ(r)2ds2
n−1,

where r ∈ [0, δ π2 + λ]. Such a metric is rotationally symmetric metric on
the disk Dn and roughly, a round hemisphere of radius δ near the centre
of the disk and a round cylinder of radius δ near its boundary. Indeed,
the metric always takes this cylindrical form on the annular region where
r ∈ [δ π2 , δ

π
2 + λ]. This region of the disk is known known as the neck of the

torpedo metric and is isometric to a round cylinder of radius δ and length
λ; see Fig. 3.

0

δ δ

δ π2 δ π2 + λ λ

Figure 3. A δ-torpedo function ηδ,λ (left) and the resulting
torpedo metric gntorp(δ)λ on the disk (right)

To avoid any misunderstanding, we emphasise that the torpedo metric
depicted in the right image of this figure is not obtained by rotating the
curve depicted in the left image which intersects the horizontal at an angle of
π
4 . Instead it is obtained by rotating a curve which intersects the horizontal
at 0 as a circular arc (and thus at an angle of π

2 ). We now make a number
of elementary observations about torpedo metrics in Proposition 3.6 below.

Remark 3.5. It is convenient, for certain topological arguments later on,
that our definition of the torpedo metric above is slightly more general than
that given in other sources such as [28]. Instead of specifying only one
torpedo function, we allow for each pair (δ, λ), ηδ,λ to be any function which
satsfies properties (i) through (iv) above. Thus for each pair (δ, λ), we have
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a collection of torpedo functions (metrics) differing only marginally from
each other; see part (i.) of Lemma 3.6 below. In particular, for any (δ, λ),
any one of the torpedo functions (metrics) in the associated collection would
suffice for all purposes in [28].

Proposition 3.6. Let (δ, λ) ∈ (0,∞)× [0,∞) be an arbitrary pair.

(i.) The set of all δ−λ-torpedo functions forms a convex subspace of the
space of smooth functions: C∞([0, δ π2 + λ], [0,∞)).

(ii.) Any torpedo metric gntorp(δ)λ has positive scalar curvature.
(iii.) For any constant B > 0, there exists a sufficiently small δ > 0 so

that the scalar curvature of any torpedo metric gntorp(δ)λ (for any
λ ≥ 0) is everywhere greater than B.

Proof. Part (i.) is easily verified by checking that conditions (i.) through
(iv.) above are closed under linear combination. Parts (ii.) and (iii.) follow
immediately from the formula for the scalar curvature (3.3) applied to ηδ,λ.

�

We will now consider rotationally symmetric metrics on the disk more
generally. Using the previously defined notation, R(Dn) denotes the space
of Riemannian metrics on the disk Dn. Recall that, unlike in the case of the
space R(Dn, ∂Dn), we impose no condition on the behaviour of metrics near
boundary of the disk. The particular dimension n will be important later.
For now we assume that n is fixed and n ≥ 3. We consider the subspace,
RO(n)(D

n), of metrics on Dn which are invariant under the obvious action
of the orthogonal group O(n). Each metric g ∈ RO(n)(D

n) is rotationally
symmetric and takes the form:

g = α1(r)2dr2 + α2(r)2ds2
n−1,

where r ∈ [0, 1] is the radial distance coordinate on Dn and α1, α2 : [0, 1]→
[0,∞) are smooth functions. We now make a change of coordinates by
defining:

l(r) :=

∫ r

0
α1(u)du.

The function l(r) is defined on [0, 1] and satisfies l′(r) > 0 for all r ∈ [0, 1].
Thus, it is invertible and we denote its inverse by r(l) defined on [0, b],
where b = l(1), the radius of the disk Dn under the metric g. In these new
coordinates, the metric g takes the form:

g = dl2 + ω(l)2ds2
n−1,

where ω(l) = α2(r(l)) and l ∈ [0, b]. The function ω : [0, b]→ [0,∞) is called
the warping function for the metric.

Remark 3.7. Strictly speaking, the metrics g = α1(r)2dr2 + α2(r)2ds2
n−1

and dl2 + ω(l)2ds2
n−1 above are not equal, only isometric. The former is a

metric on Dn(1) and the latter on Dn(b). However, the map r 7→ l(r) which
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identifies the radial coordinates provides a canonical isometry. Thus we feel
it is reasonable to slightly abuse notation and write g = dl2 + ω(l)2ds2

n−1.

We summarise the above discussion in the following proposition.

Proposition 3.8. For each metric g ∈ RO(n)(D
n), there is a unique warp-

ing function, ωg : [0, bg]→ [0,∞), where bg is the radius of Dn with respect
to g.

From earlier, we know that ω : [0, b] → [0,∞) is a warping function for
a metric in RO(n)(D

n) if and only if it satisfies condition (i) of 3.1 and

ω(b) > 0. Consider now the subspace R+
O(n)(D

n) ⊂ RO(n)(D
n) consisting of

rotationally symmetric metrics on Dn with positive scalar curvature. Thus:

R+
O(n)(D

n) := RO(n)(D
n) ∩R+(Dn).

The subspace of R+
O(n)(D

n) consisting of torpedo metrics on the disk Dn is

denoted R+
T (Dn). More precisely:

R+
T (Dn) := {g ∈ R+

O(n)D
n : ωg = ηδ,λ for some (δ, λ) ∈ (0,∞)× [0,∞)}.

It is also useful to specify the subspaces R+
T (1)(D

n), consisting of torpedo

metrics of radius δ = 1 and arbitrary neck-length λ and R+
T (1,0)(D

n) which

consists of torpedo metrics with radius δ = 1 and neck-length λ = 0.

Proposition 3.9. Assuming n ≥ 3, the space R+
T (Dn) is a contractible

subspace of R+
O(n)(D

n).

Proof. First we will describe a deformation retract from the space R+
T (Dn)

to the subspace R+
T (1)(D

n). Suppose η : [0, b] → [0,∞) is a torpedo func-

tion of radius δ. We will not concern ourselves yet with the neck-length
of this torpedo function except to observe that b ≥ δ π2 . For any κ > 0, a
straightforward calculation shows that the mapping r 7→ κη( rκ) determines
a torpedo function of radius κδ defined on the domain [0, κb]. In turn this
determines a new torpedo metric of radius κδ. In particular, as η determines
a torpedo metric of radius δ, setting κ = 1

δ results in a torpedo function of
radius 1. The metrics resulting from this process (which are always torpedo
metrics) are precisely the result of a homothetic rescaling of other torpedo
metrics. Now suppose g ∈ R+

T (Dn) is a torpedo metric with warping func-
tion ηg : [0, bg] → [0,∞) and radius δg = ηg(bg). By replacing ηg with the
warping function given by:

r 7→
[
τ +

1− τ
δg

]
ηg

(
r

τ + 1−τ
δg

)
,

where r ∈ [0, bg(τ + 1−τ
δg

)] and τ ∈ [0, 1], we obtain a deformation retract of

the space R+
T (Dn) to the subspace R+

T (1)(D
n).
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By continuously shrinking all torpedo necks to zero, we obtain a further
deformation retract from R+

T (1)(D
n) onto the subspace R+

T (1,0)(D
n). Every

such torpedo metric is described by a torpedo function of the form η :
[0, π2 ] → [0,∞). An elementary calculation shows that this set of torpedo
functions is closed under linear combination. Thus, any inclusion {η} ↪→
RT (1,0)(D

n) forms part of a deformation retract. �

To simplify the notation, we will write gntorp(δ) := gntorp(δ)1 to denote a radius
δ torpedo metric with neck-length 1. For many of our purposes (especially
in the earlier sections of the paper) the neck-length of the torpedo will
not matter, only the radius. Later on the neck-length will matter slightly
and we will reintroduce appropriate notation. Finally, we will write simply
gntorp := gntorp(1) to denote a torpedo metric with radius and neck-length 1.

3.2. Almost torpedo metrics. We close by defining something of a gen-
eralisation of the torpedo metric which we will make use of in the next
section. A smooth function ω : [0, b] → [0,∞) is called an almost torpedo
function, if it satisfies the following properties.

(i.) The kth derivatives of ω and sin agree at zero, i.e. ω(k)(0) = sin(k)(0),
for all k ≥ 0.

(ii.) ω̇(r) ≥ 0 for all r ∈ [0, b].
(iii.) ω̈(r) < 0 when r is near but not at zero.
(iv.) The corresponding scalar curvature function, sω, satisfies sω(r) > 0

for all r ∈ [0, b].

Finally, we denote by R+
AT (Dn), the subspace of R+

O(n)(D
n) defined:

R+
AT (Dn) := {g ∈ R+

O(n)(D
n) : ωg is an almost torpedo function}.

We call R+
AT (Dn) the space of almost torpedo metrics on the disk Dn. In

conclusion, we recall that the spaces of this section include as follows:

R+
T (1,0)(D

n) ⊂ R+
T (1)(D

n) ⊂ R+
T (Dn) ⊂ R+

AT (Dn) ⊂ R+
O(n)(D

n).

4. Revisiting the theorems of Gromov-Lawson and Chernysh

In this section, we will briefly review the technique of geometric surgery
on positive scalar curvature metrics pioneered by Gromov-Lawson in [14]
as well as an important theorem of Chernysh [5] which strengthens the
original work. For the reader interested in more detail, there are a variety of
sources. As mentioned in the introduction, recent work by Ebert and Frenck
in [9] contains an extremely thorough proof of Chernysh’s Theorem as well
as a comprehensive recounting of the work of Gromov and Lawson in [14].
Regarding the latter, the authors draw from work done in [24] and [28] which
also contain detailed accounts of the original Gromov-Lawson construction.

As stated earlier, X is always a smooth compact n-dimensional manifold
with empty boundary, while W is a smooth compact (n + 1)-dimensional
manifold with non-empty closed boundary. Throughout, ∂W = X.
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4.1. Surgery. Suppose φ : Sp×Dq+1 ↪→ X is an embedding, where X has
dimension n = p+ q + 1. Recall that a surgery on a smooth n-dimensional
manifold X, with respect to the embedding φ, is the construction of a man-
ifold X ′ by removing the image of φ from X and using the restricted map
φ|Sp×Sq to attach Dp+1 × Sq along the common boundary (making appro-
priate smoothing adjustments). The resulting manifold X ′, depicted in Fig.
4, is therefore defined as:

X ′ := (X \ φ(Sp ×
◦
D
q+1

)) ∪φ Dp+1 × Sq.
It is always possible to reverse such a surgery by performing a complementary
surgery. The newly attached Dp+1×Sq ⊂ X ′ can be regarded as the image
of an embedding φ′ : Dp+1 × Sq ↪→ X ′ whose restriction to the boundary
coincides with φ. Peforming a surgery with respect to φ′ involves removing
Dp+1×Sq and reattaching the originally removed Sp×Dq+1. The resulting
manifold is diffeomorphic to the original manifold X.

X

Sp ×Dq+1

Dp+1 × Sq X ′

X ′

Dp+1 × Sq

Sp ×Dq+1

X

Figure 4. Performing a surgery on an embedded Sp×Dq+1

in X to obtain X ′ (top) and performing a reverse surgery on
an embedded Dp+1×Sq in X ′ to restore the smooth topology
of X (bottom)

The trace of the surgery on φ is the manifold Tφ obtained by gluing the
cylinder X × [0, 1] to the disk product Dp+1 ×Dq+1 via the embedding φ.
This is done by attaching X × {1} to the boundary component Sp ×Dq+1

via φ : Sp × Dq+1 ↪→ X ↪→ X × {1}. After appropriate smoothing we
obtain Tφ, a smooth manifold with boundary diffeomorphic to the disjoint
union X tX ′, i.e. an (elementary) cobordism of X and X ′. As suggested
in the introduction, we will be particularly interested in the following case.



870 MARK WALSH

Suppose X forms the boundary of a smooth (n + 1)-dimensional manifold
W . Thus ∂W = X. Let φ and Tφ be as above. Then, we can form a smooth
manifold W ′ by gluing W to Tφ by an appropriate identification of ∂W with
X × {0} ⊂ Tφ; see Fig. 5. There are, as mentioned, various “smoothing”
issues involved in such a construction which we will not go into here; see
Ch. 8, Sec. 2 of [17] for details.

W

Tφ

W ′ = W ∪ Tφ

Figure 5. The manifold with boundary, W ′, obtained by
attaching to W the trace of the surgery on φ, Tφ

4.2. The Gromov-Lawson construction. We begin with an embedding
φ : Sp × Dq+1 ↪→ Xn satisfying p + q + 1 = n and q ≥ 2. The Gromov-
Lawson construction allows for the construction of a new psc-metric g′ on
the manifold X ′ obtained from X by surgery on the embedding φ. Before
describing it further, it will make our work a little neater if we introduce
the following family of rescaling maps:

σρ : Sp ×Dq+1 −→ Sp ×Dq+1

(x, y) 7−→ (x, ρy),

where ρ ∈ (0, 1]. We set φρ := φ◦σρ and Nρ := φρ(S
p×Dq+1), abbreviating

N := N1. Thus, for any meric g on X and any ρ ∈ (0, 1], φ∗ρg is just the
metric obtained by taking the restriction metric g|Nρ , pulling it back via φ

to obtain the metric φ∗g|Nρ on Sp × Dq+1(ρ) and finally, via the obvious

rescaling map σρ, pulling it back to obtain a metric on Sp × Dq+1. The
benefit of this is that we always consider pull-backs of metrics which are
restricted on neighbourhoods Nρ = φ(Sp ×Dq+1(ρ)) ⊂ X as metrics on the
same space Sp ×Dq+1.

At the heart of the Gromov-Lawson surgery construction is the following
fact.

Theorem 4.1 (Gromov-Lawson [14]). Let Xn be a smooth manifold and
φ : Sp ×Dq+1 ↪→ X an embedding with p + q + 1 = n and q ≥ 2. Then for
any psc-metric g ∈ R+(X), there is a psc-metric gstd ∈ R+(X) so that:

(i.) In the neighbourhood N 1
2

= φ 1
2
(Sp × Dq+1), gstd pulls back to the

metric:

φ∗1
2

gstd = ds2
p + gq+1

torp.
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(ii.) Outside N = φ(Sp ×Dq+1), gstd = g.

The metric gstd is thus prepared for surgery (or standardised on N 1
2
). By

removing part of the standard piece taking the form

(Sp ×Dq+1, ds2
p + gq+1

torp)

and replacing it with

(Dp+1 × Sq, gp+1
torp + ds2

q),

we obtain a psc-metric g′ ∈ R+(X ′); see Fig. 6 below.

(X, gstd)

ds2
p + gq+1

torp

(X ′, g′)

gp+1
torp + ds2

q

Figure 6. The standardised psc-metric gstd (left) and the
new psc-metric g′ on X ′ (right)

We provide here a very brief summary of the main steps in construct-
ing gstd. As mentioned before, detailed accounts of this construction are
contained in [24], [28] and [9] as well as the original paper [14].

(1) Working entirely inside N = φ(Sp × Dq+1), we make a series of
adjustments to the metric g. The first adjustment is to replace g with
a psc-metric which, for some r̄ ∈ (0, 1], satisfies the condition that
the smooth curve [0, r̄] ↪→ X, t→ φ(x, ty) is a unit speed geodesic for
each x, y ∈ Sp×Dq+1. In [9], Ebert and Frenck define such a metric
as normalised with respect to φ|Sp×Dq+1(r̄). That this is possible
follows from standard results of Differential Topology, concerning the
uniqueness of tubular neighbourhoods up to isotopy; see chapter 4,
section 5 of [17]. It is worth pointing out that in many accounts of the
Gromov-Lawson construction (such as that in [28]), the embedding
φ arises from an embedding of Sp with trivial normal bundle and via
the exponential map with respect to the metric g. In this case, the
metric is alreadly normalised with respect to the embedding and so
this initial step is unnecessary.

(2) The next stage is to construct a hypersurface M ⊂ N× [0,∞) where
N × [0,∞) is equipped with the metric g + dt2. Letting r denote
the radial distance coordinate from Sp×{0} in N , M is obtained by
pushing out geodesic sphere bundles of radius r along the t-axis with
respect to a unit speed smooth curve γ : [0, b] → [0,∞) × [0,∞) in
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the (t−r)-plane of the type shown in Fig. 7; see section 2.4 of [28] for
a detailed description. Such a curve, called a Gromov-Lawson curve,
is assumed to begin at the point γ(0) = (t̄, 0), for some possibly large
t̄ > 0, as a piece of circular arc (thus intersecting the horizontal t-
axis at an angle of π

2 ). It proceeds roughly as shown in the figure,
with two distinct upward bends, before finishing as a vertical line
segment defined γ(l) = (0, r̄ + l − b) when l is near b. This latter
condition means that this metric smoothly transitions to g near the
∂N . It is not difficult to construct an obvious diffeomorphism to
pull back the metric to N and via the smooth transition to a metric
on X. A lengthy computation then shows that the curve γ can be
chosen to ensure that the resulting metric on X has positive scalar
curvature.

r

tγ(0) = (t̄, 0)

γ(b) = (0, r̄)

Figure 7. The curve γ (left), geodesic spheres on the fibres
of the neighbourhood Sp ×Dq+1 ∼= N (middle) and the hy-
persurface M obtained by pushing out the geodesic spheres
with respect to γ (right)

(3) The metric thus far constructed is likely not a product metric near
Sp × {0}. However it is one which is increasingly “torpedo-like” on
smaller and smaller disk fibres. It is possible, via certain isotopy
arguments on geodesic sphere bundles, to replace this metric first
with one which is a Riemannian submersion metric with base ds2

p

and fibre gq+1
torp(δ) for some sufficiently small δ > 0. Then, using the

formulae of O’Neill (and possibly choosing a smaller δ), we can adjust

this submersion metric to obtain the product metric ds2
p + gq+1

torp(δ)
near Sp × {0}.

(4) This construction works precisely when q ≥ 2 because the geodesic
fibre spheres have dimension at least two and thus carry some scalar
curvature. As these geodesic spheres are small, they are close to
being round and so their contribution to the total scalar curvature
is positive and large. Indeed, by careful rescaling, their contribution
can always be made to compensate for the various adjustments we
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make. Hence, the quantity δ > 0 may need to be small. Once this
standard form is realised however, a final isotopy, very gradually
increasing the radius δ of the torpedo neck on the Dq+1 factor, gives
us the desired product ds2

p + gq+1
torp near to Sp × {0}. Thus, we get

that for some rstd ∈ (0, 1
2), we have that φ∗rstdg = ds2

p + gq+1
torp.

(5) Although not strictly necessary, we perform a rescaling isotopy (mak-
ing adjustments in the radial directions only) to drag the standard
region over the rest of N 1

2
. Essentially we specify a continuous family

of smooth increasing functions:

υτ : [0, 1]→ [0, 1],

as depicted in Fig. 8 and which satisfy the following conditions.
(i.) υ0(r) = r for all r ∈ [0, 1].
(ii.) For all τ ∈ I, υτ (r) = r when r is near 0 and when r ∈ [3

4 , 1]

(iii.) For all τ ∈ I, the map υτ restricts as a diffeomorphism [0, 1
2 ]→

[0, 1
2 + τ(rstd − 1

2)].
This gives rise to a family of self-diffeomorphisms, ῡτ , on N ∼= Sp ×
Dq+1 defined (under the usual radial coordinates (x, (r, θ)) ∈ Sp ×
Dq+1) by the formula:

ῡτ (x, (r, θ)) := (x, (υτ (r), θ)).

Extending each map as the identity off N leads to a family of self-
diffeomorphisms on X:

ῡτ : X → X,

where τ ∈ I. Finally, the isotopy through pull-back metrics ῡ∗τg
moves the metric g = ῡ∗0g to the desired metric gstd = ῡ∗1g with
standard region on the neighbourhood N 1

2
.

rstd

1
2 + τ(rstd − 1

2 )

0 11
2

Figure 8. The rescaling function υτ
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(6) Although not part of the original construction, it is important to
mention that not only the last step but actually the entire construc-
tion can be performed so as to provide an explicit isotopy from the
starting metric g to the standardised metric gstd; see [12], [5], [28]
and [9] for versions of this. We will briefly discuss one aspect. This
concerns step 2 above and involves constructing a homotopy of the
curve γ back to the curve, l 7→ (0, l), which runs along the ver-
tical axis; see Fig. 9. Importantly, this must be done so that at
each stage in the homotopy, the resulting hypersurface metric still
has positive scalar curvature. This is not difficult to achieve and
full details can be found in [28]. Essentially, it involves specifying a
path-connected space of admissible curves, each of which leads to a
positive scalar curvature hypersurface metric, containing the verti-
cal axis curve as well as all Gromov-Lawson curves described above.
Appropriate paths in this space back to the vertical axis, give the
isotopies we desire. The following properties of an admissible curve,
γ : [0, b]→ [0,∞)× [0,∞) with γ(l) = (γt(l), γr(l)), are worth men-
tioning.
(i.) The curve γ is unit speed.
(ii.) Although γ does not necessarily begin as a piece of circular arc,

at γ(0) it does meet the horizontal axis at an angle of π
2 .

(iii.) When l is near b, γ(l) = (0, r̄ − b+ l).
(iv.) The smooth function γr : [0, b]→ [0, r̄] always satisfies:

a. γr(0) = 0, γ̇(0) = 1 and even order derivatives of γr satisfy

γ
(even)
r (0) = 0.

b. γ̇r(l) ≥ 0 for all l ∈ [0, b].
c. γ̈r(l) ≤ 0 when l is near 0.

r

t

Figure 9. A path through admissible curves which induces
an isotopy of psc-hypersurface metrics back to the original
one

An isotopy form of the Gromov-Lawson construction was first shown by
Gajer in [12] although proofs can also be found in [5], [28] and [9], where this
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isotopy form of the construction is applied to compact families of psc-metrics,
a crucial ingredient in the proof of Chernysh’s theorem. One issue that arises
when applying the Gromov-Lawson construction to a compact family of psc-
metrics (not adequately addressed in [28]) is the choice of neighbourhood in
which to work. Suppose instead of applying the construction to a lone metric
g, we try to apply it to a compact family of psc-metrics K → R+(X). In
Proposition 3.4 of [9], Ebert and Frenck show that for some sufficienly small
r̄ > 0, this family can be adjusted by isotopy to one which is normalised
with respect to φ|Sp×Dq+1(r̄). Thus, for any (x, y) ∈ Sp × Dq+1, the curve
[0, r̄] ↪→ X, t 7→ φ(x, ty) is a unit speed geodesic curve in X for each metric
in the family. The Gromov-Lawson construction then goes through for the
entire family giving rise to the following “Family Surgery Theorem”.

Theorem 4.2. [28][5][9] Let Xn be a smooth manifold and φ : Sp×Dq+1 ↪→
Xn an embedding with p+ q+ 1 = n and q ≥ 2. Let K → R+(X), k 7→ g(k)
be a compact family of psc-metrics. Then there is a compact family K →
R+(X), k 7→ gstd(k) so that:

(i.) For each k ∈ K, the metric gstd(k) satisfies the condition that on the

neighbourhood N 1
2

= φ(Sp×Dq+1(1
2)), φ∗1

2

gstd(k) = ds2
p+gq+1

torp, while

outside of the neighbourhood N = φ(Sp ×Dq+1), gstd(k) = g(k).
(ii.) The maps K → R+(X), given by k 7→ g(k) and k 7→ gstd(k) are

homotopy equivalent.

There are two important strengthenings of the Gromov-Lawson construc-
tion. One of these is the theorem of Chernysh which we will shortly discuss.
Before this, it is worth mentioning a different kind of strengthening, concern-
ing the trace of a surgery. As before, φ : Sp ×Dq+1 ↪→ Xn is an embedding
with p + q + 1 = n and q ≥ 2 and X ′ denotes the manifold obtained from
X by surgery on φ. We denote by Tφ, the trace of the surgery on X. Thus,
Tφ is an (n + 1)-dimensional manifold with boundary X tX ′. We now fix
disjoint collars c : X × [0, 2) ↪→ Tφ and c′ : X ′ × [0, 2) ↪→ Tφ around the
boundary components X and X ′ respectively. As in the introduction, we de-
note by R+(Tφ), the space of psc-metrics on Tφ which satisfy the condition
that each ḡ ∈ R+(Tφ) pulls back as:

c∗ḡ = g + dt2 and (c′)∗ḡ = g′ + dt2,

when restricted on X × I and X ′ × I respectively for some psc-metrics
g ∈ R+(X) and g′ ∈ R+(X ′). It is a fact that given a psc-metric g ∈ R+(X),
it is possible to construct a psc-metric ḡ ∈ R+(Tφ) so that ḡ|X′ = g′ is a psc-
metric obtained from g by way of the Gromov-Lawson construction. This
fact was originally proved by Gajer in [12] and later by this author in [28]
where a mistake in the version from [12] is corrected. Another version of
this theorem is proved by Carr in [7]. The construction easily goes through
for compact families of psc-metrics and we state it here in the form of a
theorem.
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Theorem 4.3. [12] [7] [28] Let X,X ′, φ, Tφ, c, c
′ and p, q be as above. Let

K → R+(X), k 7→ g(k) be a compact family of psc-metrics. There is a
compact family of psc-metrics K → R+(Tφ), k 7→ ḡ(k) so that for each
k ∈ K, ḡ(k)|X = g(k).

It will be necessary to discuss this result in a little more detail later on.
For now, we turn our attention to the other important strengthening of the
Gromov-Lawson construction, due to Chernysh.

4.3. Chernysh’s Theorem. We return to the smooth manifold Xn and
embedding φ : Sp×Dq+1 ↪→ Xn with p+q+1 = n. Typically we assume that
q ≥ 2. In this case we make the stronger assumption that both p, q ≥ 2.
Let X ′ denote the manifold obtained from X by surgery with respect to
φ. As we discussed earlier, we can equivalently regard X as arising from
X ′ by surgery on an embedding φ′ : Dp+1 × Sq ↪→ X ′. Here φ′ρ, N

′
ρ play

the analogous roles to φρ and Nρ, for ρ ∈ (0, 1]. In any case, X and X ′

are mutually obtainable from each other by surgeries in codimension at
least three. Under these hypotheses, Chernysh’s theorem (Theorem 1.1)
gives that the spaces R+(X) and R+(X ′) are homotopy equivalent. As we
will make significant use of some of the underlying techniques, it is worth
giving a brief outline of the proof. During this outline, we will define some
spaces, adapted from some of the spaces involved in the proof of Chernysh’s
Theorem, which we will make use of later. As mentioned in the introduction,
a highly detailed account of this proof (based on Chernysh’s original work)
is given by Ebert and Frenck in [9].

The main idea is as follows. Instead of working with R+(X) and R+(X ′),
we consider certain subspaces R+

std(X) ⊂ R+(X) and R+
std(X ′) ⊂ R+(X ′).

Roughly speaking, these are spaces in which metrics take a standard prod-
uct form, ds2

p + gq+1
torp, near the embedded spheres Sp := φ(Sp ×Dq+1(0)) ⊂

N ⊂ X and Sq := φ′(Dp+1(0) × Sq) ⊂ N ′ ⊂ X ′. From this standard
structure it will be immediately clear that these spaces are in fact home-
omorphic. Thus, it will be enough to show that R+

std(X) and R+(X) are
themselves homotopy equivalent spaces. An identical argument will take
care of the analogous spaces for X ′, proving the theorem. From work of
Palais in [22], we know that the spaces R+

std(X) and R+(X) are dominated
by CW-complexes. Thus, by a famous theorem of Whitehead (Theorem 4.5
of [16]), it is in fact enough to show that the inclusion R+

std(X) ⊂ R+(X)
is a weak homotopy equivalence. Proving this result is effectively what the
theorem is about.

Remark 4.4. In [5], Chernysh considers the inclusion R+
std(X) ⊂ R+(X) in

a more general setting than we do here. The embedding Sp ×Dq+1 ↪→ X,
is replaced by an embedding Y p×Dq+1 ↪→ Xn, for some arbitrary compact
manifold Y . Obviously, p, q are assumed to satisfy p + q + 1 = n, with
p, q ≥ 2. Letting gY be some arbitrary Riemannian metric on Y , the space
of standard psc-metrics on Y to is defined to consist of psc-metrics on X
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which take the form of a product gY + gq+1
torp near Y . The proof in the more

general case is the same. In [9], Ebert and Frenck go even further, assuming
that X and Y may be manifolds with boundary and with Y satisfying a
compatibility condition with respect to the boundary ∂X. We will discuss
this non-empty boundary case in more detail at the end of the section.

In order to define the subspaces of standard psc-metrics R+
std(X) and

R+
std(X ′), there are a couple of slightly larger subspaces we need to de-

fine. Recall from the previous section: the space R+
O(q+1)(D

q+1) of rotation-

ally symmetric psc-metrics on the disk and the subspaces R+
T (Dq+1) and

R+
AT (Dq+1) of torpedo and almost torpedo metrics. These spaces include

as:

R+
T (Dq+1) ⊂ R+

AT (Dq+1) ⊂ R+
O(q+1)(D

q+1).

We will make considerable use of these spaces throughout the remainder of
this section. We begin by defining the space R+

T (X) as:

R+
T (X) := {g ∈ R+(X) : φ∗1

2

g = ds2
p + hq+1 and hq+1 ∈ R+

T (Dq+1)}.

Thus, R+
T (X) is the space of psc-metrics on X which restrict on N 1

2
as a

product of a unit round sphere with an arbitrary torpedo metric. Next, we
define R+

T (1)(X) to be the subspace of R+
T (X) where the torpedo metric on

the disk factor has fixed radius 1. Thus, we have:

R+
T (1)(X) := {g ∈ R+(X) : φ∗1

2

g = ds2
p + hq+1 and hq+1 ∈ RT (1)(D

q+1)}.

The spaces R+
T (X ′) and R+

T (1)(X
′) are analogously defined. Note that we

place no conditions on the neck-length of any of these torpedo metrics. The
following proposition is hardly surprising and so we provide only the idea
behind the proof.

Proposition 4.5. The inclusion:

R+
T (1)(X) ⊂ R+

T (X)

is a weak homotopy equivalence.

The basic idea, in the spirit of Lemma 2.1, is to take an arbitrary compact
family of psc-metrics and gradually stretch out the torpedo parts slowly ad-
justing the radius to the desired size. Provided this is done slowly enough,
positive scalar curvature can be maintained. Finally, torpedos which al-
ready have radius 1 will simply have their necks stretched leaving the radius
unaltered.

Thus, R+
T (1)(X) is a space of metrics on X which pull back to a certain

(small) subspace of product metrics in R+(Sp × Dq+1). However, by the
method used in Lemma 3.9 (continuously retracting the space of radius 1
torpedo metrics down to a single preferred radius 1 torpedo metric), it is
easy to see that this collection of torpedo metrics is a contractible subspace
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in R+(Sp×Dq+1). Moreover, one can continuously retract this space down
to a lone torpedo metric of radius 1, without affecting the C∞-data of any
metric along the boundary. Thus, up to homotopy, R+

T (1)(X) (and in the

analogous case R+
T (1)(X

′)) can be regarded as a space of psc-metrics on X

all of which which pull back via φ 1
2

to a specific standard product metric.

With this in mind, we fix radius 1 torpedo metrics gq+1
torp(1)λ ∈ RT (1)(D

q+1)

and gp+1
torp(1)λ ∈ RT (1)(D

p+1) of various neck-lengths λ > 0, then define the
spaces:

R+
std(λ)(X) := {g ∈ R+(X) : φ∗1

2

g = ds2
p + gq+1

torp(1)λ on Sp ×Dq+1}

and

R+
std(λ)(X

′) := {g′ ∈ R+(X ′) : (φ′1
2

)∗g′ = gp+1
torp(1)λ + ds2

q on Dp+1 × Sq}.

For the most part, the neck-length of the torpedo factor on the standard
part of the metric will not be important. We will pay slight attention to it
in later sections however, where it will be useful to allow it to vary. With
that in mind we define the following spaces which we will reintroduce later
on:

R+
std(−)(X) :=

⋃
λ>0

R+
std(λ)(X) and R+

std(−)(X
′) :=

⋃
λ>0

R+
std(λ)(X

′).

The following proposition is obvious.

Proposition 4.6. For any λ > 0, the inclusion:

R+
std(λ)(X) ⊂ R+

std(−)(X)

is a homotopy equivalence.

For now we will consider the case when λ = 1. Thus, we define:

R+
std(X) := R+

std(1)(X) and R+
std(X ′) := R+

std(1)(X
′).

Based on the discussion above and Proposition 4.5 we have the following.

Proposition 4.7. The inclusions:

R+
std(X) ⊂ R+

T (1)(X) ⊂ R+
T (X)

are weak homotopy equivalences.

The following proposition is now immediate.

Proposition 4.8. The map defined by removing the standard piece

(N 1
2

∼= Sp ×Dq+1, ds2
p + gq+1

torp)

from a metric g ∈ R+
std(X) and replacing it with

(N ′1
2

∼= Dp+1 × Sq, gp+1
torp + ds2

q)
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to obtain a psc-metric g′ ∈ R+(X ′) (as suggested in Fig. 6) is a homeomor-
phism:

R+
std(X) ∼= R+

std(X ′).

As discussed earlier, to prove Chernysh’s theorem it remains to show that
the inclusion R+

std(X) ⊂ R+(X) is a weak homotopy equivalence. This is
really what the theorem is about and takes the form of Theorem 3.1 in Ebert
and Frenck’s account in [9]. As usual, the idea is to exhibit a suitable ho-
motopy of an arbitrary compact family K → R+(X). In particular, it must
be shown that elements in the image of this map which lie in the subspace
R+

std(X) remain there throughout the homotopy. Theorem 4.2 certainly

allows a homotopy of any such map to one whose image lies in R+
std(X).

Unfortunately, along the way, psc-metrics which are already standard may
be temporarily moved out of R+

std(X).
As the damage to these metrics is not too severe (the Gromov-Lawson

construction displaying a great deal of symmetry) this problem is solved
by replacing R+

std(X) with a certain larger space of “almost standard” psc-

metrics. This space is denoted R+
Astd(X) and satisfies:

R+
std(X) ⊂ R+

Astd(X) ⊂ R+(X).

The theorem is proved by showing that each of the above inclusions is a
weak homotopy equivalence. The idea is that R+

Astd(X) should capture all
adjustments made to a standard psc-metric by the Gromov-Lawson con-
struction. More precisely, suppose g ∈ R+(X). The Gromov-Lawson
construction describes an isotopy from the psc-metric g to a psc-metric
gstd ∈ R+

std(X). Technically, there are many isotopies when one considers
the various choices which can be made in performing the construction. In
any case, let GL : [0, 1]→ R+(X) denote such an isotopy. Thus, GL(0) = g
and GL(1) = gstd. Now suppose the starting psc-metric g is already an
element of R+

std(X). The space R+
Astd(X) must be defined so that for any

such isotopy, GL, and any τ ∈ [0, 1], the psc-metric GL(τ) is an element of
R+

Astd(X).
With this in mind, we define the intermediary space of almost standard

metrics on X, R+
Astd(X), as:

R+
Astd(X) := {g ∈ R+(X) : φ∗1

2

g = ds2
p + hq+1 where hq+1 ∈ R+

AT (Dq+1)}.

Recall here that R+
AT (Dq+1) denotes the space of almost torpedo metrics on

the disk Dq+1 defined at the end of section 3.2.

Remark 4.9. Chernysh in [5] (and in turn Ebert and Frenck in [9]) work
with a slightly larger intermediary space denoted R+

rot(X) of metrics which
restrict on the standard region to a product ds2

p + hq+1 where hq+1 is an
O(q + 1)-rotationally symmetric psc-metric on the disk Dn. Technically
R+

Astd(X) ⊂ R+
rot(X). This difference is of no consequence when it comes to

completing the proof.
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To complete the proof of Chernysh’s theorem it remains to show that each
of the inclusions

R+
std(X) ⊂ R+

Astd(X) ⊂ R+(X)

is a weak homotopy equivalence. The second inclusion is less difficult and
is dealt with below.

Lemma 4.10. The inclusion

R+
Astd(X) ⊂ R+(X)

is a weak homotopy equivalence.

Proof. Application of steps (1), (2), (3) and then (5) of Gromov-Lawson
construction (Theorem 4.1) and via Theorem 4.2 for compact families of
metrics, continuously moves any compact family of metrics in R+(X) to
one which lies entirely in R+

Astd(X). (We ignore step (4) as there is no need
to adjust the final torpedo radius to make it equal to 1 here.) It remains to
show that metrics which lie in R+

Astd(X) remain in that space throughout
the deformation.

Reviewing steps (1),(2) and (3) and (5) it follows that a metric g in
R+

Astd(X) is only affected by steps (2) and (5). Furthermore, step (5) only
has the effect of restricting the warping function of an almost torpedo met-
ric, an almost torepdo function of the form ω : [0, b] → [0,∞), to various
subintervals of the form [0, b′] where b′ ∈ (0, b]. Such a restriction is still an
almost torpedo function. Thus, we need only worry about step (2).

Let us now examine step (2) a little more closely, assuming again that
g ∈ R+

Astd(X). The adjustment made by step (2) affects only the metric on
the disk factor, Dq+1, and takes place in the radial direction. Consider γ :
[0, b]→ [0,∞)× [0,∞), a Gromov-Lawson curve of the type described above
with γ(l) = (γt(l), γr(l)). We will compute the hypersurface metric obtained
by applying γ to g, inside the ambient manifold ([0,∞) ×N 1

2
, dt2 + g|N 1

2

).

The ambient metric takes the form dt2+dr2+ds2
p+ω(r)2ds2

q , for some almost
torpedo function ω, and so the hypersurface metric (which we denote gγ) is
computed in these coordinates as:

gγ = d(γt(l))
2 + d(γr(l))

2 + ds2
p + ω(γr(l))

2ds2
q

= dl2 + ds2
p + ω ◦ γr(l)ds2

q ,

since γ has unit speed. A straightforward calculation, making use of the
properties of the smooth function γr which are outlined in step (6) of the
above description of the Gromov-Lawson construction, shows that the com-
position ω ◦ γr is also an almost torpedo function. This completes the
proof. �

The most difficult part of the whole process concerns showing that the
first of the two inclusions above: R+

std(X) ⊂ R+
Astd(X), is a weak homo-

topy equivalence. We state the result here in the form of Lemma 4.11 be-
low, which when combined with Lemma 4.10 above completes the proof of
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Chernysh’s theorem. The basic idea is to operate at the level of warping
functions and provide a homotopy from what is essentially a “wild” com-
pact family of almost torpedo functions to a family of torpedo functions.
Crucially, already torpedo functions must remain so throughout the pro-
cess. The proof involves some very delicate analysis, as families of warping
functions are “bent” and “stretched” into a more manageable form all the
while satisfying the curvature constraint. As it is quite long and technical,
we refer the reader to the thorough account in [9].

Lemma 4.11. The inclusion:

R+
std(X) ⊂ R+

Astd(X)

is a weak homotopy equivalence.

4.4. Chernysh’s theorem for manifolds with boundary. The last topic
of this section concerns a more general version of Chernysh’s theorem for
manifolds with boundary. Indeed, as we mentioned in Remark 4.4, this is the
situation Ebert and Frenck consider in [9]. Recalling the discussion at the
beginning of section 2, let us assume the manifold X above is the boundary
of a smooth compact (n + 1)-dimensional manifold Wn+1; thus ∂W = X.
We prescribe a collar neighbourhood embedding c : X × [0, 2) ↪→W (which
of course implies c(X × {0}) = ∂W ) and consider the corresponding space
R+(W,∂W ). Recall that any metric ḡ ∈ R+(W,∂W ) is a psc-metric on W
satisfying c∗ḡ = g + dt2 on X × I for some arbitrary g ∈ R+(X).

We next consider the disk Dp+1. Viewing each element x ∈ Dp+1 in terms
of its standard polar coordinate description, x = x(r, θ), we specify the collar
neighbourhood embedding: cD : [0, 1]×Sp ↪→ Dp+1 by cD(r, θ) = x(1− r

2 , θ).

Thus, cD({0} × Sp) = ∂Dp+1. Suppose now that we have an embedding
φ̄ : Dp+1 ×Dq+1 ↪→W satisfying the following conditions:

(i.) φ̄|Sp×Dq+1 = φ, where φ : Sp ×Dq+1 ↪→ X = ∂W is the embedding
above satisfying p+ q + 1 = n and p, q ≥ 2.

(ii.) φ̄(cD(r, θ), y) = c(r, φ(θ, y)), for all (r, θ, y) ∈ I × Sp ×Dq+1.

The embedding φ̄ is considered to be compatible with the collar c; see the
left hand image in Fig. 10 for a schematic illustration. Recalling that N :=
φ(Sp ×Dq+1), we set N̄ := φ̄(Dp+1 ×Dq+1). Having previously defined the
neighbourhood Nρ := φρ(S

p×Dq+1), we now define N̄ρ := φ̄ρ(D
p+1×Dq+1),

where ρ ∈ (0, 1] and φ̄ρ is defined analogously to φρ. Recall that φρ is
the embedding Sp × Dq+1 ↪→ X defined by composing the embedding φ
with the rescaling map σρ as done at the beginning of section 4.2. Fixing

torpedo metrics gp+1
torp on Dp+1 and gq+1

torp on Dq+1, we can now define the

space R+
std(W,∂W ) as:

R+
std(W,∂W ) := {ḡ ∈ R+(W,∂W ) : φ̄∗1

2

(ḡ) = gp+1
torp + gq+1

torp on Dp+1 ×Dq+1}.

The right hand image in Fig. 10 provides a schematic picture of a typical
metric in R+

std(W,∂W ).
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N̄

c(X × I)

gp+1
torp + gq+1

torp

Figure 10. The embedding φ̄ (left) and an arbitrary metric
in R+

std(W,∂W ) (right)

We further define the analogous spaces of R+(W,∂W ):

R+
T (W,∂W ) := {ḡ : φ̄∗1

2

ḡ = gp+1
torp + hq+1, hq+1 ∈ R+

T (Dq+1)},

R+
T (1)(W,∂W ) := {ḡ : φ̄∗1

2

ḡ = gp+1
torp + hq+1, hq+1 ∈ RT (1)(D

q+1)},

R+
Astd(W,∂W ) := {ḡ : φ̄∗1

2

ḡ = gp+1
torp + hq+1, hq+1 ∈ R+

AT (Dq+1)}.

Applying the methods used in the proof of Theorem 1.1 above, it is a
straightforward exercise to show that the inclusions:

R+
std(W,∂W ) ⊂ R+

T (1)(W,∂W ) ⊂ R+
T (W,∂W ) ⊂ R+

Astd(W,∂W ) ⊂ R+(W,∂W ),

are all weak homotopy equivalences. Thus, we have the following version of
Chernysh’s theorem for manifolds with boundary. This boundary version of
Chernysh’s theorem, in a somewhat more general setting, is what is proved
by Ebert and Frenck in [9].

Theorem 4.12. [9] The inclusion:

R+
std(W,∂W ) ⊂ R+(W,∂W ),

is a weak homotopy equivalence.

We close this discussion by considering, for a fixed h ∈ R+(X), the sub-
space R+(W,∂W )h of R+(W,∂W ) consisting of psc-metrics on W which
restrict on the boundary ∂W as h. Recall here that ∂W = X. We reiterate
that R+(W,∂W )h may be empty. Suppose now that the fixed psc-metric h
is an element of R+

std(X), the space of standardised metrics on X defined
above with respect to the embedding φ (the restriction of φ̄ to Sp ×Dq+1)
above. For such a metric h, we can sensibly define the analogous space of
standard metrics on W , R+

std(W,∂W )h, as:

R+
std(W,∂W )h :=R+(W,∂W )h ∩R+

std(W,∂W )

={ḡ ∈ R+(W,∂W )h : φ̄∗1
2

(ḡ) = gp+1
torp + gq+1

torp}.

The following lemma will play an important role in later sections.
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Lemma 4.13. For any h ∈ R+
std(X), the inclusion:

R+
std(W,∂W )h ⊂ R+(W,∂W )h

is a weak homotopy equivalence.

Before proving this lemma there is a space we need to introduce. With
h ∈ R+

std(X) fixed as before, we define the space R+(X)Astd(h) as:

R+(X)Astd(h) := {g ∈ R+
Astd(X) : g|X\N 1

2

= h|X\N 1
2

}.

Thus, we take our fixed h ∈ R+
std(X) and loosen the condition on N 1

2

so the metric need only be almost standard there. From here we define
R+(W,∂W )Astd(h) as:

R+(W,∂W )Astd(h) := {ḡ ∈ R+(W,∂W ) : ḡ|∂W ∈ R+(X)Astd(h)}.

Thus, elements ofR+(W,∂W )Astd(h) are metrics which on the boundary take
the form of a psc-metric onX which agrees with h outside the neighbourhood
N 1

2
, but are only almost standard on N 1

2
.

Proposition 4.14. The inclusion:

{h} ⊂ R+(X)Astd(h)

is a weak homotopy equivalence.

Proof. Making no adjustment to metrics outside of N 1
2
, this follows from

Lemma 4.11 followed by application of Lemma 3.9. �

Proof of Lemma 4.13. Consider the commutative diagram of inclusion
maps below:

R+(W,∂W )h� _

��

R+
std(W,∂W )h

� � //

( �

55

R+(W,∂W )Astd(h).

To prove the diagonal inclusion is a weak homotopy equivalence (thus prov-
ing the lemma), we need only show that the vertical and horizontal inclusions
are weak homotopy equivalences. Beginning with the horizontal inclusion,
we see that this map is the composition of inclusions:

R+
std(W,∂W )h ↪→ R+

Astd(W,∂W )∩R+(W,∂W )Astd(h) ↪→ R+(W,∂W )Astd(h).

That the maps in this composition are weak homotopy equivalences follows
by application of Lemma 4.11 in the case of the first map and Lemma 4.10 in
the case of the second. We note here that any adjustments to metrics in these
spaces, by application of these lemmas, take place only inside N̄ 1

2
. Moreover,

the loosening of the boundary requirement for metrics in R+(W,∂W )Astd(h)

means that compact families of metrics in this space remain there under
application of the Gromov-Lawson process.
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We now turn our attention to the vertical inclusion. Let

K → R+(W,∂W )Astd(h), k 7→ ḡk,

be a compact family of metrics. For each k ∈ K, consider now the metric
ḡk|c(X×I), the restriction of ḡk to the region c(X × I) on W . By hypothesis,

this metric pulls back via the collar embedding c to a product: gk + dt2

on X × I, where gk := res(ḡk) ∈ R+(X)Astd(h), the restriction of ḡk to the
boundary.

By Proposition 4.14, there is a homotopy F : K × I → R+(X)Astd(h)

satisfying:

(i.) F (0, k) = gk for all k ∈ K
(ii.) F (1, k) = h for all k ∈ K,

(iii.) F (τ, k) = h for all k ∈ K satisfying F (0, k) = h and all τ ∈ I.

By Lemma 2.2, there is a constant LK ≥ 1 so that the map

K −→ R+(X × [0, LK + 2], X × {0} tX × {LK + 2})

defined by:

k 7−→ F (νLK (t), k) + dt2,

defines a continuous family of concordances on X × [0, LK + 2]. Moreover,
by Corollary 2.3 there is a homotopy between this map and the trivial con-
cordance map:

k 7→ gk + dt2.

Let us denote this homotopy, H. Importantly, at each stage in this homo-
topy, the restriction of the concordance to X× [0, 1] takes the form gk +dt2.

Returning to the initial compact familyK → R+(W,∂W )Astd(h), we begin
by continuously adjusting these metrics on the collar. Consider the newly
rescaled collar, c̄ : X×[0, LK+2] ↪→W given by precomposing the restricted
collar embedding c|X×I with the rescaling map:

X × [0, LK + 2] −→ X × [0, 1]

t 7−→ 1− t

LK + 2
.

We note that this maps also flips the direction of the t-coordinate. We now
continuously stretch the collar parts of all metrics in the family so that for
each k ∈ K, c̄∗ḡk = gk + dt2 on X × [0, LK + 2]. (We retain the name ḡk
for this stretched collar metric.) Next we continuously adjust the restricted
original collar c|X×I : X × I ↪→ W (retaining the original name) to one
which satisfies:

c|X×I(x, t) = c̄(x, LK + 2− t).
This is depicted schematically for a lone metric ḡk in the second image of
Fig. 11. An application of the homotopy H above above completes the
proof; see third image of Fig. 11. Note that from the previous paragraph,
H fixes each metric in the family as gk + dt2 on the region c̄(X × I), where
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the new extended collar meets the rest of W thus facilitating a smooth
transition. �

(W, ḡk)

c(X × I)

c̄(X × [0, λK + 2])

Figure 11. An arbitrary metric in the family ḡk, k ∈
K(left), adjusted by metrically stretching the collar (mid-
dle) and the element of R+

std(W,∂W )h obtained from this by
completing the homotopy H (right)

We finish the section with a slight generalisation of Lemma 4.13 which
will be of use later. First, recall that for each λ > 0, R+

std(λ)(X) denotes the

space of psc-metrics on X which on N 1
2

have a standard form with torpedo

factor of neck-length λ. Suppose we replace the metric h ∈ R+
std(X) in

Lemma 4.13 with h(λ) ∈ R+
std(λ)(X). Importantly, h(1) = h and for all λ:

h|X\N 1
2

= h(λ)|X\N 1
2

while φ∗1
2

h(λ) = ds2
p + gq+1

torp(1)λ.

It is clear that the lemma goes through just as well in this case. That
is, the inclusion R+

std(W,∂W )h(λ) ⊂ R+(W,∂W )h(λ) is a weak homotopy
equivalence. We go only slightly further. We define the spaces:

R+
std(W,∂W )h(−) :=

⋃
λ

R+
std(W,∂W )h(λ);

R+(W,∂W )h(−) :=
⋃
λ

R+(W,∂W )h(λ).

Thus, we have the following commutative diagram of inclusion maps.

R+
std(W,∂W )h(λ)� _

��

� � // R+(W,∂W )h(λ)� _

��

R+
std(W,∂W )h(−)

� � // R+(W,∂W )h(−)

(4.1)

Showing weak homotopy equivalence for the vertical maps in this diagram
is a straighforward application of Lemma 2.1 and Corollary 2.3. The top
horizontal map is a weak homotopy equivalence by Lemma 4.13. Thus, we
obtain the following lemma.

Lemma 4.15. The inclusion:

R+
std(W,∂W )h(−) ⊂ R+(W,∂W )h(−)

is a weak homotopy equivalence.
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5. Variations on the torpedo metric

Before proceeding any further, there are some variations on the torpedo
metric which we must discuss. Much of this is based on section 2 of [30] where
we perform various types of cutting, pasting, stretching and bending of the
original torpedo metric. In particular, we will define the so-called “boot
metric” which will be important when proving our main result, Theorem A.
Throughout this chapter we assume that n ≥ 3.

5.1. Toes. We begin by denoting as Sn− and Sn+ the respective hemispheres
{x ∈ Rn+1 : |x| = 1, xn+1 ≤ 0} and {x ∈ Rn+1 : |x| = 1, xn+1 ≥ 0}.
We then denote by Dn

− and Dn
+, the hemi-disks {x ∈ Dn : xn ≤ 0} and

{x ∈ Dn : xn ≥ 0}. These hemi-disks are, of course, smooth manifolds with
corners, where:

∂(Dn
±) = Sn−1

± ∪Dn−1;

∂2(Dn
±) = ∂Sn−1

± = ∂Dn−1 = Sn−1
± ∩Dn−1 = Sn−2.

The restriction of a δ − λ-torpedo metric on Dn (recall this is a torpedo
metric with radius δ > 0 and neck-length λ ≥ 0), gntorp(δ)λ, to each of the
hemi-disks gives metrics:

gntorp±(δ)λ := gntorp(δ)λ|Dn± .

These metrics restrict on the boundary components as:

gntorp±(δ)λ|Sn−1
±

= δ2ds2
n−1|Sn−1

±
and gntorp±(δ)λ|Dn−1 = gn−1

torp (δ)λ.

Typically, we will require that λ = 1 and also often δ = 1. We adopt the
following abbreviations:

gntorp±(δ) := gntorp±(δ)1 and gntorp± := gntorp±(1).

We turn our attention now to the cylinder Dn × I. We may glue this to
the hemi-disk Dn+1

+ (or Dn+1
− ), in the obvious way, to obtain (after suitable

smoothing) the manifold with corners Dn+1
stretch depicted below in Fig. 12.

Roughly speaking:

Dn+1
stretch ≈ D

n+1
+ ∪ (Dn × I).

We would like to equip it with a metric ĝn+1
torp (δ)λ1,λ2 (depicted in Fig. 12)

which essentially satisfies:

ĝn+1
torp (δ)λ1,λ2 |Dn+1

+
= gn+1

torp+(δ)λ1 ,

ĝn+1
torp (δ)λ1,λ2 |Dn×I is isometric to gntorp(δ)λ1 + dt2 where t ∈ [0, λ2].

As it stands, simply gluing these metric pieces together will not result in
a smooth metric. However, it is possible to do this smoothly producing a
metric which, away from the attachment submanifold is precisely the metric
described above. This is done in great detail in Lemma 2.1 of [30] and so
we will not discuss it any further here. Henceforth, ĝn+1

torp (δ)λ1,λ2 denotes
the metric obtained by the above attachment after suitable smoothing; see
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the rightmost image in Fig. 12. This metric is known as a δ-toe metric for
reasons which will become clear shortly. The parameter λ1 will frequently
be referred to as the “straight height” of the toe while λ2 will be regarded
as the “base-length”.

The following proposition follows easily from the curvature calculations
done in section 2 of [30].

Proposition 5.1. Let n ≥ 3. For any δ > 0 and λ, λ1, λ2 ≥ 0, each of the
metrics gntorp±(δ)λ and ĝn+1

torp (δ)λ1,λ2 has positive scalar curvature. Moreover,
the scalar curvature of any such metric can be bounded below by an arbitrarily
large positive constant by choosing δ > 0 sufficiently small.

As we have used a good deal of notation here, let us try to clean things
up a little. Regarding the metric ĝn+1

torp (δ)λ1,λ2 , we will usually require that
the straight height λ1 = 1. This is to ensure compatibility during certain
gluings. Specifiying the base-length parameter λ2 is less important and it
could be left free to vary. However, to simplify things, we set it at 1 also.
We write simply ĝn+1

torp (δ) to denote the δ-toe metric defined:

ĝn+1
torp (δ) := ĝn+1

torp (δ)1,1.

Finally, in the case when δ = 1 we write:

ĝn+1
torp := ĝn+1

torp (1).

λ1

λ2

Figure 12. The metrics gn+1
torp (δ)λ, gn+1

torp+(δ)λ and

ĝn+1
torp (δ)λ1,λ2 (bottom) on the manifolds Dn+1, Dn+1

+

and Dn+1
stretch (top)

In the original Gromov-Lawson construction, a geometric surgery is per-
formed on a Riemannian manifold of positive scalar curvature by replacing a
standardised part of the metric, of the form ds2

p+gq+1
torp, with a new standard
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piece gp+1
torp + ds2

q+1. As we will see shortly, in the case of manifolds with

boundary, analogous roles will be played by the standard metrics ds2
p+ ĝq+2

torp

and gp+1
torp + gq+1

torp; see Fig. 13. The common neck-length 1 on the second
factors is necessary for these pieces to appropriately line up.

1

Figure 13. The metric ds2
p + ĝq+2

torp (left) and gp+1
torp + gq+1

torp (right)

5.2. Boots. We begin with a cylinder metric (Dn×[0, L+2], gntorp(δ)λ+dt2),
for some δ > 0, λ ≥ 0 and L ≥ 0. It is convenient to think of this metric
as obtained by way of an embedding into Rn+2 = R × Rn × R, equipped
with coordinates (x0, (x1, · · · , xn), xn+1), as follows. Recall that the torpedo
metric gntorp(δ)λ takes the form dr2 + ηδ,λ(r)2ds2

n−1 on Dn(δ π2 + λ) for an
appropriate warping function ηδ,λ : [0, δ π2 +λ]→ [0,∞). As discussed at the
beginning of section 3, such a metric is obtained via an embedding:

(0, δ π2 + λ)× Sn−1 −→ R× Rn
(r, θ) 7−→ (αδ,λ(r), ηδ,λ(r).θ),

where αδ,λ : [0, δ π2 + λ] → [0,∞) is a smooth function which along with
ηδ,λ satisfy the conditions of α and β respectively in 3.1. In particular, the
metric gntorp(δ)λ is obtained by pulling back the Euclidean metric on Rn+1

via this embedding. With this in mind we now define a cylindrical version
of this embedding as:

cyl : (0, δ π2 + λ)× Sn−1 × [0, L+ 2] −→ R× Rn × R
(r, θ, t) 7−→ (αδ,λ(r), ηδ,λ(r).θ, t).

The image of this map is schematically depicted in the left image of Fig. 14.
We would like to adjust this metric by bending it around an angle γ ∈ [0, π2 ]
in the (x0 − xn+1)-plane as shown in Fig. 14 below. The bottom of the
cylinder (near the origin) is pulled in the positive direction along the x0

and xn+1-axes while the top remains stationary. Importantly, we wish to
maintain positivity of the scalar curvature of the metric at every stage while
making no change to the metric near the the ends. Regarding the latter
problem, we specify collars Dn × [0, 1] and Dn × [L+ 1, L+ 2] wherein the
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metric should remain unaltered. We will make all adjustments on the region
Dn × [1, L + 1]. Maintaining positive scalar curvature is possible provided
the bend is done gradually over a wide “bending arc”.

Dn × [L+ 1, L+ 2]

Dn × [1, L+ 1]

Dn × [0, 1]

γ = 0

(x1, · · · , xn)-plane

x0-axis

xn+1-axis

0 < γ < π
2

γ = π
2

Figure 14. Bending the cylinder metric gntorp(δ)λ + dt2

We will begin by considering what happens when we bend a cylinder
metric with positive scalar curvature around a circular arc without worrying
about maintaining a product form near the boundary. Once we can do this
in a way that preserves positive scalar curvature, we will then adjust this
construction to obtain the desired boundary product structure. We will
first perform the bending on a cylinder Sn × [0, γ] for where γ ∈ (0, π2 ],
knowing that this takes care of the case of Dn × [0, γ] by restriction. We
will also consider the more general case of a psc-metric gnβ on Sn where

β : [0, b]→ [0,∞) satisfies the conditions of 3.1 and 3.4. In order to ensure
a wide circular arc when we bend, we replace the embedding cyl by:

cylβ,γ,Λ : (0, b)× Sn−1 × [0, γ] −→ R× Rn × [0,∞)
(r, θ, t) 7−→ (Λ + α(r), β(r).θ, t),

where γ ∈ (0, π2 ] and Λ > 0 are constants while α and β are related as in 3.1.
We assume at least that Λ > |α(b)| so that the image of this embedding,
depicted in the left image of Fig. 15 below, lies inside (0,∞)×Rn × [0,∞).
We now consider the map:

bend : (0,∞)× Rn × [0,∞) −→ R× Rn × R
(x0, (x1, · · · , xn), xn+1) 7−→ (x0 cos(xn+1), (x1, · · · , xn), x0 sin(xn+1)).



890 MARK WALSH

The following proposition is immediate.

Proposition 5.2. For any ε > 0, the restriction of the map bend ( 5.2) to
(ε,∞)× Rn × [0,∞) is a smooth embedding.

We denote by gn+1
β,γ,Λ, the metric defined by pulling back, via the composition

map bend ◦ cylβ,γ,Λ, the standard Euclidean metric on R × Rn × R. Thus,

setting gn+2
Euc =

∑n+2
i=1 dx

2
i , we have:

gn+1
β,γ,Λ := (bend ◦ cylβ,γ,Λ)∗gn+2

Euc ,

inducing a metric on Sn−1 × [0, γ]. The cases when γ ∈ (0, π2 ) and γ = π
2

are respectively depicted as the images of appropriate embeddings in the
middle and right of Fig. 15.

Λ + α(b)

γ
Rn × (0,∞)× {0}

Rn

x0-axis

xn+1-axis

Figure 15. The image of the map cylβ,γ,Λ (left) and images
of proposed family of “bent cylinder” embeddings (middle
and right)

Lemma 5.3. Let n ≥ 3 and let β : [0, b] → [0,∞) be a smooth function
satisfying the conditions of 3.1 and 3.4. There exists Λ > 0 so that for all
γ ∈ (0, π2 ], the metric gn+1

β,γ,Λ on Sn × [0, γ] has positive scalar curvature.

Proof. We begin by computing bend∗(gn+2
Euc ):

bend∗(gn+2
Euc ) = bend∗(

n+2∑
i=1

dx2
i )

=

n∑
i=1

dx2
i + d(x0 cosxn+1)2 + d(x0 sinxn+1)2

=

n∑
i=1

dx2
i + (cos2 xn+1 + sin2 xn+1)dx2

0 + x2
0dx

2
n+1

+ 2x0

[
cosxn+1 ˙cosxn+1 + sinxn+1

˙sinxn+1

]
dx0dxn+1

=

n∑
i=1

dx2
i + dx2

0 + x2
0dx

2
n+1.
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From here we compute gβ,γ,Λ as:

gn+1
β,γ,Λ = cyl∗β,γ,Λ(bend∗(gn+2

Euc ))

= cyl∗β,γ,Λ

[
n∑
i=1

dx2
i + dx2

0 + x2
0dx

2
n+1

]

= cyl∗β,γ,Λ

[
n∑
i=1

dx2
i

]
+ α̇(r)2dr2 + (Λ + α(r))2dt2,

(5.1)

where α : [0, b] → [0,∞) is the smooth function determined by β and sat-
isfying the appropriate conditions of 3.1. We will temporarily examine the
term:

cyl∗β,γ,Λ

[
n∑
i=1

dx2
i

]
=

n∑
i=1

δij(θiβ̇(r)dr + β(r).dθi)(θj β̇(r)dr + β(r).dθj).

This term simplifies as follows.
n∑
i=1

δij(θiβ̇(r)dr + β(r).dθi)(θj β̇(r)dr + β(r).dθj)

= β̇(r)2
n∑
i=1

θ2
i dr

2 + 2
n∑
i=1

β(r)β̇(r)θidθidr + β(r)2
n∑
i=1

dθ2
i

= β̇(r)2dr2 + β(r)2
n∑
i=1

dθ2
i

= β̇(r)2dr2 + β(r)2ds2
n−1.

The third line above follows because
∑n

i=1 θ
2
i = 1. Thus

∑n
i=1 θidθi = 0.

The fourth line then follows from the fact that
∑n

i=1 dθ
2
i restricted to Sn−1

is precisely the standard round metric of radius 1. Returning to (5.1), we
now have that:

gn+1
β,γ,Λ : = cyl∗β,γ,Λ(bend∗γ(gn+2

Euc ))

= β̇(r)2dr2 + β(r)2ds2
n−1 + α̇(r)2dr2 + (Λ + α(r))2dt2

= [β̇(r)2 + α̇(r)2]dr2 + β(r)2ds2
n−1 + (Λ + α(r))2dt2

= dr2 + β(r)2ds2
n−1 + (Λ + α(r))2dt2.

The scalar curvature of this metric, denoted sβ,γ,Λ, is given by the formula:

sβ,γ,Λ = (n− 1)(n− 2)
[1− β̇2

β2

]
− 2(n− 1)

β̈

β
− 2(n+ 1)

β

[ α̇.β̇

Λ + α

]
− 2

α̈

Λ + α
.

The conditions imposed on α and β mean the first, second and fourth terms
in this expression are all non-negative and indeed always sum to something
positive. By choosing sufficiently large Λ, we can minimise any negativity
arising from the third term, proving the lemma. �
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We are now ready to construct the desired metric bending. We assume
that β : [0, b] → [0,∞) is as in Lemma 5.3 with corresponding smooth
function α. Let

wΛ,γ : [0, b]× [−3, γ + 3] −→ [1,∞)

denote a family of smooth functions where γ ∈ [0, π2 ] is a constant and which
satisfy the following properties:

(i.) When γ = 0, wΛ,0(r, t) = 1 for all (r, t) ∈ [0, b]× [−3, γ + 3].
(ii.) There is a constant γ0 ∈ (0, π2 ) so that whenever γ ∈ [γ0,

π
2 ]:

wΛ,γ(r, t) =



1 if −3 ≤ t ≤ −2,

Λ if −3
2 ≤ t ≤ −

1
2 ,

Λ + α(r) if t ∈ [0, γ],

Λ if γ + 1
2 ≤ t ≤ γ + 3

2 ,

1 if γ + 2 ≤ t ≤ γ + 3.

(iii.)
∂wΛ,γ

∂r (r, t) = 0 when t ∈ [−3,−1
2 ] ∪ [γ + 1

2 , 3].

(iv.)
∣∣∣∂(k)wΛ,γ

∂r(k) (r, t)
∣∣∣ ≤ ∣∣∣∂(k)α

∂r(k) (r)
∣∣∣ for all k ∈ {0, 1, 2, · · · }.

(v.)
∂2wΛ,γ

∂r2 ≤ 0.

To aid the reader, we provide in Fig. 16 a schematic description of such a
function, in the case when γ > γ0, on its rectangular domain [0, b]× [−3, γ+
3]. The interval [0, b] is represented on the vertical here. Finally, we specify
the family of metrics {gn+1

γ−bend(β,Λ) : γ ∈ [0, π2 ]} defined by the formula:

gn+1
γ−bend(β,Λ) := dr2 + wΛ,γ(r, t)2dt2 + ηδ(r)

2ds2
n−1,

where r ∈ [0, b], t ∈ [−3, γ + 3] and γ ∈ [0, π2 ].

1 Λ Λ + α(r) Λ 1

−3 −2 − 3
2 − 1

2 0 γ γ + 1
2 γ + 3

2 γ + 2 γ + 3

t

0

b

r

Figure 16. The function ωγ,Λ

Lemma 5.4. Let n ≥ 3 and let β : [0, b] → [0,∞) be as in Lemma 5.3.
Then there exists Λβ > 0 so that for all Λ ≥ Λβ the map γ 7→ gn+1

γ−bend(β,Λ),

where γ ∈ [0, π2 ], is an isotopy through metrics of positive scalar curvature.
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Proof. The scalar curvature of the metric gn+1
γ−bend(β,Λ) is given by the

formula:

sγ−bend,β,Λ = (n− 1)(n− 2)
[1− β̇2

β2

]
− 2(n− 1)

β̈

β

− 2(n+ 1)

β

[ ∂ωγ,Λ
∂r .β̇

ωγ,Λ

]
− 2

α̈

ωγ,Λ
.

As with the analogous calculation in the proof of Lemma 5.3, the sum of
the first, second and fourth terms in this expression is universally positive.
Moreover the third term is zero when γ = 0. This allows us to specify a small
angle γ0 > 0 over which to make an initial bend. More precisely, there is a
γ0 > 0 for which this metric has positive scalar curvature for all γ ∈ [0, γ0]
and all Λ ≥ 0. We now consider the case where γ ∈ [γ0,

π
2 ]. We note that

∂ωγ,Λ
∂r (r, t) = 0 unless t ∈ [−1

2 , γ+ 1
2 ]. In this case the denominator ωγ,Λ ≥ Λ.

Hence, by choosing sufficiently large Λβ > 0, we can minimise the effect of
the third term and maintain positivity throughout for all Λ ≥ Λβ. �

We will be particularly interested in the case when the smooth function
β above is the torpedo function ηδ,λ1 : [0, δ π2 ] → [0,∞) for some δ > 0.
Noting that the choice of λ1 in this function has no effect on curvature in
the bending construction above, the following corollary is just a special case
of Lemma 5.4.

Corollary 5.5. Let n ≥ 3. Given δ > 0, there is a constant Λδ > 0 so that
for all Λ ≥ Λδ and all γ ∈ [0, π2 ], the metric gn+1

γ−bend(ηδ,λ1 ,Λ) has positive

scalar curvature.

We are finally in a position to define the “boot” metric. We will build
this by attaching together various parts as shown below in Fig. 17. We
begin with the so-called toe of the boot. This is the previously defined
metric, ĝn+1

torp (δ)λ1,λ2 , defined on the region Dn+1
stretch. We will denote this first

region R1. Recall that the λ1 parameter denotes the length of the vertical
straight part of the toe while λ2 denotes the length of the horizontal part.
We will for now make no restrictions on the size of δ. Returning to the
bending construction above, we replace β by the smooth torpedo function
ηδ,λ1 : [0, δ π2 ]→ [0,∞) for some δ > 0.

Recall that this metric is the result of bending a cylinder metric of the
form gntorp(δ)λ1 + dt2 around an angle of π

2 . The neck length λ1 coincides
with the straight height of the toe metric on R1. Recall that the metric
gn+1
π
2
−bend(ηδ,λ1 ,Λ) is defined on Dn × [0, π2 + 3] and so we regard this space

as the second region, R2.
We then take another cylinder Dn × [0, λ3] for some arbitrary λ3 ≥ 1,

which we denote R3, and equip it with the product metric gntorp(δ)λ1 +

dt2. At this stage, we can smoothly glue together (R1, ĝ
n+1
torp (δ)λ1,λ2) and

(R2, gπ
2
−bend(ηδ,λ1,Λ) by attaching along Dn × {0} ⊂ R2 in the obvious way.
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Similarly, we can attach (R3, g
n
torp(δ)+dt2) to (R2, gπ

2
−bend(ηδ,λ1,Λ), this time

gluing along Dn × {1} ⊂ R2. Finally, we wish to attach a “corner” region,
R4, which extends the boundary of R2 so that the union R1 ∪R2 ∪R3 ∪R4

is diffeomorphic to the cylinder Dn × I. This region is a product of Sn−1

with a piece of 2-dimensional Euclidean space, which takes the form shown
in Fig. 17 below. The metrics on each of these regions glues together in the
obvious way to form a smooth metric:

ĝn+1
torp (δ)λ1,λ′1

∪ gπ
2
−bend(ηδ,λ1,Λ) ∪ (gntorp(δ)λ1 + dt2) ∪ (δ2ds2

n−1 + dr2 + dt2),

as suggested in Fig. 17. Such a metric is known as a δ-boot metric.

R1 = Dn+1
stretch

R2
∼= Dn × I

R3
∼= Dn × I

R4
∼= Sn−1 ×D2 ĝn+1

torp (δ)

gnbendtorp(δ)

gntorp(δ) + dt2

δ2ds2
n−1 + dr2 + dt2

Figure 17. The various components of the boot metric

Obviously, there are various parameter choices involved here such as the
lengths: λ1, λ2 and λ3. Indeed, there are four straight edge pieces each of
which has a length which can be adjusted. To make things more precise,
we describe these lengths with a vector l̄ = (l1, l2, l3, l4) ∈ [0,∞)4. The first
component, l1 = λ1 denotes the height of the straight part of the toe, as
above. Then, moving anti-clockwise around the boot the other components
respectively describe the lengths of the various pieces, as shown in Fig. 18.
The corresponding metric is denoted: gn+1

boot(δ)Λ,l̄. It is convenient to regard

the union R1 ∪R2 ∪R3 ∪R4 on which this metric lies as Dn × [0, l3] where
l3 is the height of the boot. Note that gn+1

boot(δ)Λ,l̄ has product structures:

gntorp(δ)l4 + dt2 when t is near l3 and gntorp(δ)l2 + dt2 when t is near 0.

When it comes to maintaining positive scalar curvature, there are of
course constraints on the choices of Λ and l̄. From Corollary 5.5, we know
that for each δ > 0 there is a constant Λδ > 0 so that positivity of the
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l1

l4

l3

l2

Figure 18. The boot metric gn+1
boot(δ)Λ,l̄ with l̄ = (l1, l2, l3, l4)

scalar curvature on the region R2 is preserved provided the bending param-
eter Λ satisfies Λ ≥ Λδ. The components l1 and l4 can be any non-zero
constants. However the base length, l2, and height of the boot, l3, are
constrained below by some positive constants determined by the bending
parameter Λ ≥ Λδ) as well as l1 and l4. With this in mind, we specify the
space Cn+1

boot,+ ⊂ (0,∞)× [0,∞)× [0,∞)4 which consists of all triples (δ,Λ, l̄)

so that the L ≥ Lδ and l̄ has components such that the metric gn+1
boot(δ)Λ,l̄

has positive scalar curvature. Elements of Cn+1
boot,+ are deemed to be psc-boot

triples.
Let us return to the standard cylinder gntorp(δ)λ + dt2 on Dn× I. Lemma

5.4 allow us to construct an isotopy through positive scalar curvature met-
rics on Dn × I which turns the above cylinder metric into a boot metric.
This is described in the following Lemma. Before stating it, we recall from
the end of section 2.3, the family of diffeomorphisms ξL : [0, 1] → [0, L].
Throughout this section, we will make use of this family to identify metrics
on an arbitrary cylinder Dn × [0, L] with metrics on the standard cylinder
Dn × I via the obvious pullback. Thus, we will often refer to metrics on
Dn × I as metrics on Dn ×L for some L with the understanding that these
metrics are related via this identification.

Lemma 5.6. Let n ≥ 3 and let (δ,Λ, l̄) ∈ Cn+1
boot,+ be a psc-boot triple.

For any L > 0, let g0 be a psc-metric on Dn × I which takes the form of
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the cylinder metric gntorp(δ)λ + dt2 on Dn × [0, L]. There is an isotopy of

psc-metrics on Dn × I, τ 7→ gn+1
boot(δ)Λ,l̄(τ), τ ∈ I satisfying:

(i.) gn+1
boot(δ)Λ,l̄(0) = g0,

(ii.) gn+1
boot(δ)Λ,l̄(1) = gn+1

boot(δ)Λ,l̄.

(iii.) For all τ ∈ [0, 1],

gn+1
boot(δ)Λ,l̄(τ) =

{
gntorp(δ)λ2(τ) + dt2 for λ2(τ) ∈ [λ, l2] and t near 0,

gntorp(δ)λ4(τ) + dt2 for λ4(τ) ∈ [λ, l4] and t near 1.

Proof. This is an elementary application of Lemma 5.4. Recall that the
vector l̄ = (l1, l2, l3, l4) denotes lengths of the various straight-edge pieces of
the desired boot metric. In particular, l1 corresponds to the straight height
of the toe, l2 the base, l3 the total boot height and l4 the straight length at
the top. We begin by continuously stretching stretching the cylinder metric
so that it takes the form gntorp(δ)λ+dt2 on the cylinder X×[0, l3]. We denote
by λi(τ), the stretching parameter which varies linearly between λi(0) and
λi(1) = li for each i ∈ {1, 2, 3, 4}. Thus, λ3(0) = 1 and λ3(1) = l3, while
λ1(τ) ∈ [0, λ3(τ)] and λ1(1) = l1. The parameters λ2(τ) and λ4(τ) satisfy
λ ≤ λ4(τ) ≤ λ2 ≤ l2 and λ ≤ λ4(τ) ≤ l2 for all τ ∈ [0, 1].

By pushing out two bends (controlled by angle γ(τ) ∈ [0, π2 ] where τ ∈ I)
as depicted in Figures 19 and 20 below, we can push out a “toe” from the
original cylinder metric and obtain the desired “boot”. The lower bend,
which begins at t = l1 (with respect to the [0, l3] coordinate interval), is in a
direction conducive to preserving positive scalar curvature and so we do not
make use of Lemma 5.4 here. Indeed details of such bends are taken care
of in Lemma 2.1 of [30]. The upper bend is more delicate and does require
the gradual bending over a wide bending arc as in Lemma 5.4. However,
as Λ is part of a psc-boot triple, Corollary 5.5 guarantees that this bending
preserves positive scalar curvature. Finally, the remaining parameters of l̄,
l2 and l4 can be achieved by obvious stretching. �

There is a certain space of psc-metrics that is worth specifying at this
point. For a given δ > 0 and a psc-boot triple (δ,Λ, l̄) ∈ Cn+1

boot, consider the

family of metrics gn+1
boot(δ)Λ,l̄(τ), τ ∈ I as described in Lemma 5.6 above. We

would like to describe a space consisting of the union of all such families for
a fixed δ. More, precisely we define:

R+
δ−boot(D

n × I) := {g ∈ R+(Dn × I) : g = gn+1
boot(δ)Λ,l̄(τ),

τ ∈ [0, 1], (δ,Λ, l̄) ∈ Cn+1
boot}.

The following proposition follows easily from Lemma 5.6.

Proposition 5.7. Let n ≥ 3. The space R+
δ−boot(D

n × I) is contractible.

Proof. From Lemma 5.6, we can perform a deformation retract of the space
R+
δ−boot(D

n×I) to the subspace consisting of all metrics which take the form
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λ1(0)

gntorp(δ)λ + dt2

λ1(τ)

λ3(τ)

Figure 19. The torpedo cylinder gntorp(δ)λ + dt2 (left) and

an intermediary metric gn+1
boot(δ)Λ,l̄(τ) for some τ ∈ (0, 1) in

the isotopy to the boot metric gn+1
boot(δ)Λ,l̄ (right of Fig. 20)

γ(τ)

gn+1
boot(δ)Λ,l̄

l3

λ2(τ)

λ4(τ)

l1

l1
l2

l4

l3

Figure 20. Completing the isotopy between the tor-
pedo cylinder gntorp(δ)λ + dt2 (left of Fig. 19) and the

boot gn+1
boot(δ)Λ,l̄ (right) with an intermediary stage metric

gn+1
boot(δ)Λ,l̄(τ) for some τ ∈ (0, 1) depicted on the left

of a cylinder gntorp(δ)λ+dt2 on Dn× [0, L] for some λ, L > 0. An easy further
deformation retract, continuously scaling both λ and L to 1 completes the
proof. �
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5.3. Step metrics. Before concluding this section, there is a class of met-
rics we wish to define which generalises the boot metrics discussed above
and which will be of immense use later on. In the proof of Theorem A,
we will encounter a problem of the sort encountered in the proof of Theo-
rem 1.1, where a deformation we carry out to standardise certain metrics
temporarily moves already standard metrics out of the standard space. In
Theorem 1.1, we overcome this problem by defining a suitable intermediary
space of almost standard metrics. In proving Theorem A, we will have to
do something similar. The reader should view the space of “step metrics”,
which we define below, as the principle tool in constructing an analogue of
the space of “almost standard metrics.” This will become clearer when it
comes to proving Theorem A.

Suppose we begin with a cylinder metric gn−1
torp (δ)λ + dt2 on Dn × I.

Given a psc-boot triple (δ,Λ, l̄), Lemma 5.6 gives us a family of psc-metrics
gn+1

boot(δ)Λ,l̄(τ), τ ∈ [0, 1]. Denoting this psc-boot triple (δ,Λ1, l̄1), we choose

some τ1 ∈ [0, 1] and consider the metric: gn+1
boot(δ)Λ1,l̄1(τ1). We denote the

straight edge length parameters by λ1
i , where i ∈ {1, 2, 3, 4}. Recall that

making use of the identification, ξλ1
3(τ1) : [0, 1]→ [0, λ1

3(τ1)] described at the

end of section 2.3, allows us to regard this as a metric on Dn × [0, λ1
3(τ1)].

This metric takes the form of a product gntorp(δ)λ1
2(τ1) on the sub-cylinder

Dn× [0, λ1
1(τ1)] ⊂ Dn× [0, λ1

3(τ1)]. Restricting attention to the sub-cylinder

metric (Dn×[0, λ1
1(τ1)], gn−1

torp (δ)λ1
2(τ1)+dt

2) we choose another psc-boot triple

(δ,Λ2, l̄2) and reapply the isotopy from Lemma 5.6 up to some stage τ2 ∈ I.
In this case the straight edge length parameters will be denoted λ2

i and we
will insist that λ2

4(τ2) = λ1
2(τ) for all τ2 ∈ I. Thus, as we adjust the original

metric below t = λ1
1(τ1), we guarantee smooth transition to the unadjusted

region above. We denote the resulting metric: gn+1
boot(δ)(Λ1,Λ2),(l̄1,l̄2)(τ

1, τ2),
depicted in Fig. 21 below.

Continuing in this way some m number of times we obtain a psc-metric
denoted:

gn+1
boot(δ)(Λ1,···Λm),(l̄1,··· ,l̄m)(τ

1, · · · , τm).

This is a psc-metric on the Dn× I which is depicted below in Fig. 22. Note
that to ensure smooth transition at each stage, we insist that:

λ
(j)
4 (τ (j)) = λ

(j−1)
2 (τ (j−1)),

for all j ∈ {2, · · · ,m}. Such a metric is known as a δ −m-step metric or
a more generally a δ-step metric (ignoring the specific number of iterations
in its construction). We denote by L3 the full vertical height of this metric
and note that it is given by the formula:

L3 = λm1 (τm) +
m−1∑
j=1

λj3(τ j)− λj1(τ j).
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γ(τ1) γ(τ1)

λ1
1(τ1)

λ1
2(τ1)

λ1
3(τ1)

λ1
4(τ1)

γ(τ2)

λ2
1(τ2)

λ2
2(τ2)

λ2
3(τ2)

λ2
4(τ2) = λ2(τ1)

λ1
4(τ1)

λ1
3(τ1)

−λ1
1(τ1)

Figure 21. The metrics gn+1
boot(δ)Λ1,l̄1(τ1) (left) and

gn+1
boot(δ)(Λ1,Λ2),(l̄1,l̄2)(τ

1, τ2) (right)

For consistency, we will also use the notation L1 = λm1 (τm), L2 = λm2 (τm)
and L4 = λ1

4(τ1) for the height of the “frontmost toe”, the full base length
and the top horizontal length.

We denote by R+
δ−step(Dn × I), the subspace of R+(Dn × I) consisting

of all such metrics over all m ∈ {1, 2, · · · }. Note that as any particular
iteration may involve only the trivial bend, this space consists of all finite
length cylinder metrics. More precisely, this is the space R+

δ−torpcyl(D
n× I)

defined:

R+
δ−torpcyl(D

n × I) := {g ∈ R+(Dn × I) : g =gntorp(δ)λ + dt2 on Dn × [0, L],

L > 0, λ ≥ 0}.
We conclude this section with a useful observation, Lemma 5.8 below.

Lemma 5.8. Let n ≥ 3. The inclusion:

i : R+
δ−torpcyl(D

n × I) ↪→ R+
δ−step(Dn × I)

is a weak homotopy equivalence.

Proof. Suppose K → R+
δ−step(Dn × I), k 7→ gk is a compact family of step

metrics. Given any such metric gk with straight edge lengths L1(k), L2(k),
L3(k) and L4(k), there is an obvious isotopy which moves this metric to the
cylinder gntorp(δ)L4(k) +dt2 along the interval [0, L3(k)]. Starting on the long



900 MARK WALSH

γ(τ3)

γ(τ2)

γ(τm)

γ(τ1)

L1
L2

L3

L4

Figure 22. The metric gn+1
boot(δ)(Λ1,···Λm),(l̄1,··· ,l̄m)(τ

1, · · · , τm)

end (with neck length L2(k)) we utilise Lemma 5.6 to unbend back to the
height of the next cylinder piece immediately above. Continuing in this way
m times, allows us to move gk through psc-metrics to the desired cylinder
metric; see Fig. 23.

By compactness, we can regard all metrics in this family as δ −m-step
metrics for some fixedm (allowing for trivial bends). Applying the isotopy to
the entire family above induces a homotopy on the map K → R+

δ−step(Dn×
I) to a map with image in R+

torpcyl(D
n−1 × I). Importantly, at each stage

in this homotopy, cylinder metrics are never bent but are at worst shrunk
down within the space of cylinder metrics. �

6. The Proofs of Theorems A and B

We begin by recalling some notation and technical conditions concerning
the geometric set-up for Theorem A. Let W and X be as described in the
introduction. Thus, W is a smooth compact manifold with boundary ∂W =
X, a closed manifold. Throughout, we assume that W has dimension n+ 1
and that n ≥ 3. Furthermore, there is a collar c : X × [0, 2) → W around
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L1(k) L2(k)

L3(k)

L4(k)

Figure 23. The step metric gk (left) and the isotopy back
to the cylinder metric (right)

X. Recall from the introduction that the space R+(W,∂W ) is the space of
all psc-metrics on W whose restriction to c(X × I) pulls back to a product
metric on X × I. Furthermore for each g ∈ R+(X), R+(W,∂W )g denotes
the space of all psc-metrics on W which extend g. This latter space may be
empty.

An important special case is that of a smooth compact (n+1)-dimensional
manifold Z with boundary ∂Z, a disjoint union of closed manifolds X0 and
X1. In this case we specify a pair of disjoint collars, ci : Xi × [0, 2) → Z
around Xi for each of i = 0, 1. Finally, R+(Z, ∂Z)g0,g1 is the space of psc-
metrics g on W so that c∗i gi = gi + dt2 when restricted to Xi × I for each
of i = 0, 1. In Theorem A, we will be interested in gluing elements h ∈
R+(Z, ∂Z)g0,g1 to elements ḡ ∈ R+(W,∂W = X0)g. If the metric g = g0,
this is easy. If not, but if g and g0 are concordant, then an intermediary
concordance can be used. As part of the preparation for this, we will need
to be able to make the following technical adjustment.

6.1. Adjustments on the collar. Suppose g0, g1 ∈ R+(X) are a pair of
concordant psc-metrics. Thus, there is a psc-metric ḡcon on the cylinder
X × [0, L+ 2], for some L > 0, satisfying:

ḡcon = g1 + dt2 on X × [0, 1] and ḡcon = g0 + dt2 on X × [L+ 1, L+ 2].
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(Note here the slightly unorthodox direction of this concordance.) We would
like to specify a map R+(W,∂W )g0 → R+(W,∂W )g1 which, roughly speak-
ing, sends each metric h ∈ R+(W,∂W )g0 to the metric h∪ ḡcon obtained by
the obvious gluing. There is a slight problem. Technically, the metric result-
ing from this attachment is a metric on the manifold W ∪(X×[0, L+2]), not
W . We get around this problem as follows. We attach to W , the cylinder
X × [0, L+ 2] by identifying X ×{L+ 2} with ∂W = X in the obvious way.
We then specify a diffeomorphism F : W −→ W ∪ (X × [0, L + 2]) which
satisfies the following.

(i.) The restriction F |W\c(X×[0,2)) is the identity map from W \ c(X ×
[0, 2)) to the space [W∪(X×[0, L+2])]\[c(X×[0, 2))∪(X×[0, L+2])].

(ii.) The composition F ◦ c|X×[0,1] is the identity map from X × [0, 1] to
X × [0, 1] ⊂W ∪ (X × [0, L+ 2]).

In particular, this means that F−1(X×[1, L+2]∪c(X×[0, 2))) = c(X×[1, 2))
as depicted in Fig. 24. This allows us to define a map:

c([0, 2)) ∪ (X × [1, L+ 2])

X × [0, 1]

c([1, 2))
c([0, 1])

Figure 24. The map F : W −→W ∪ (X × [0, L+ 2])

µḡcon : R+(W,∂W )g0 −→ R+(W,∂W )g1

h 7−→ F ∗(h ∪ ḡcon),

where h ∪ ḡcon is the psc-metric obtained on W ∪ (X × [0, L + 2]) by the
obvious gluing. The second condition on F above means that the pullback
metric satisfies the appropriate collar condition on c[X × [0, 1]], i.e.

c∗F ∗(h ∪ ḡcon)|X×[0,1] = g1 + dt2.

Thus, the map is well-defined. Over the next two sections we will need to
use this “collar adjustment” construction during the proof of Theorem A.
This will involve the construction of maps by adding a fixed concordance of
the type ḡcon to psc-metrics h on W . To avoid an overwhelming amount of
notation we will simply describe the resulting metric as h ∪ ḡcon, assuming
that the necessary adjustments have been taken care of.
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6.2. Extending the Gromov-Lawson construction over the trace
of a surgery. We begin with the set-up described in section 4.2. Recall
that φ : Sp × Dq+1 ↪→ X is an embedding, where dimX = n = p + q + 1
and q ≥ 2. As this set-up will be used to prove Theorem A, we further
assume that p ≥ 2. Recall, we have a collection of rescaling maps σρ :
Sp×Dq+1 −→ Sp×Dq+1 defined by σρ(x, y) = (x, ρy), where ρ ∈ (0, 1]. We
then set φρ := φ ◦ σρ and Nρ := φρ(S

p ×Dq+1), abbreviating N := N1.
As discussed in section 4, the Gromov-Lawson Surgery Theorem provides

a technique for replacing g ∈ R+(X) with a new psc-metric gstd ∈ R+(X).
We may assume that the metric gstd satisfies the condition that φ∗1

2

gstd =

ds2
p + gq+1

torp while outside N , gstd = g. We recall that this metric is now

surgery ready. By removing the standard piece ds2
p + gq+1

torp on N 1
2

and at-

taching the metric gp+1
torp + ds2

q , we obtain a metric g′ ∈ R+(X ′), where X ′ is
the manifold obtained from X by surgery on the embedding φ.

Let us now consider the trace Tφ of the surgery on φ. Recall that this
is the smooth manifold with boundary obtained by attaching to X × I, the
disk product Dp+1 × Dq+1, via the embedding φ. Thus ∂Tφ = X t X ′ as
depicted earlier in Fig. 5. In [28] we describe in detail a procedure for
extending a psc-metric g over Tφ to obtain an element ḡ ∈ R+(Tφ)g,g′ . For
details, the reader is referred to Theorem 2.2 in [28]. Roughly, the metric ḡ
is constructed as follows.

1. Using Lemma 2.2, equip X × I with the concordance ḡcon, arising
from the Gromov-Lawson isotopy between g and gstd and described
in Theorem 4.2. The metric ḡcon is constructed to be a product
g + dt2 near X × {1} and gstd + dt2 near X × {0}. This is depicted
in the left image in Fig. 25.

2. Attach to N 1
2
× {0} ⊂ X × {0} a piece which is almost (Dp+1 ×

Dq+1, gp+1
torp + gq+1

torp) but which contains an extra smoothing region to
avoid corners. This is depicted in the right of Fig. 25.

3. Of course, on this extra smoothing region, the metric is not a prod-
uct. However, in the proof of Theorem 2.2 of [28], we show how
to adjust the metric on this region so as to obtain one which is a
product near the boundary.

Remark 6.1. In Theorem 2.2 of [28], we actually consider the more general
case of a Gromov-Lawson cobordism, which consists of a union of Gromov-
Lawson traces determined by an appropriate Morse function. In this paper,
we need consider only elementary cobordisms.

In hindsight, this method can be made a little neater. Before attaching
Dp+1 × Dq+1, we make a further preparation. The initial concordance,
ḡcon, ends as a product gstd + dt2. Consider for a moment the cylinder
X × I equipped only with this product, gstd + dt2. Thus, on N 1

2
× [0, 1]
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(X × {0}, gstd + dt2)

(X × {1}, g + dt2)

Figure 25. The concordance ḡcon of g and gstd (left) and
the original Gromov-Lawson trace construction before ad-
justment for product structure near boundary (right)

this metric takes the form ds2
p + gq+1

torp + dt2. Applying the boot metric
isotopy described in Lemma 5.6 we can replace the cylinder metric (N 1

2
×

[0, 1], ds2
p + gq+1

torp + dt2) with a product of boot metrics (N 1
2
× [0, 1], ds2

p +

gq+2
boot(δ)Λ,l̄), for some admissible psc-boot triple (δ,Λ, l̄). Moreover this can

be done without altering the metric near ∂N 1
2
× I so as to ensure the metric

smoothly transitions as gstd + dt2 over the remaining (X \ N 1
2
) × I. To

ensure compatibility, we further specify that δ = 1 and that the vector
l̄ = (l1, l2, l3, l4) controlling the various straight edge lengths of the boot
satisfy: l1 = l4 = 1. We have less control over Λ and the remaining edge
lengths l2 and l3, but that does not matter. We simply choose quantities
which work.

The resulting metric on X×I, which takes the form ds2
p+gq+2

boot(1)Λ,l̄ with

l1 = l4 = 1 on N 1
2
× [0, 1], is denoted ḡstdboot. Using the usual identification,

it is isometric to a metric on X × [0, L+ 2] which takes the form:

gstd + dt2 on X × [L+ 1, L+ 2] and ds2
p + gq+1

torp(1)l2 + dt2 on N 1
2
× [0, 1].

Importantly, this metric has a product of “toes”: ds2
p + ĝq+2

torp(1)1,l2 on a
sub-neighbourhood of N 1

2
× [0, 1]. This sub-neighbourhood, which is diffeo-

morphic to Sp ×Dq+2
stretch is denoted N̄toe. Finally, we attach this metric to

the earlier concordance, ḡcon of g and gstd, in the obvious way. Essentially,
we “put boots on” the original concordance. The resulting metric is denoted
ḡpre and is depicted in the left image of Fig. 26. Thus,

ḡpre := ḡcon ∪ ḡstdboot.

Performing surgery whilst preserving the product structure on the newly
constructed metric, ḡpre, is now trivial. We simply remove (N̄toe, ds

2
p +

ĝq+2
torp(1)1,l2) and attach the a metric (N̄ ′toe, g

p+1
torp×g

q+1
torp). Here N̄ ′toe

∼= Dp+1×
Dq+1. The resulting psc-metric, denoted ḡ, is called a Gromov-Lawson trace
and is depicted in the lower right of Fig. 26.
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l2

ḡstdboot

ḡcon

Figure 26. The metric ḡpre (above) and the neater Gromov-
Lawson trace, ḡ (below)

Returning to the space R+(W,∂W )g, it will be useful for us to think of
the first part of this process as a map:

µḡpre : R+(W,∂W )g −→ R+(W,∂W )gstd(l2)

h 7−→ h ∪ ḡpre,

where gstd(l2) = ds2
p + gq+1

torp(1)l2 . Here we make use of the collar adjustment
technique described in section 6.1. We note that the addition of boots may
stretch the torpedo neck length of the standard metric on the boundary.
Hence we replace gstd with gstd(l2). The image of this map, image(µḡpre)

will be denoted R+
boot(W,∂W )gstd(l2).

Before moving on to the proof of Theorem A, there is slight variation
on the above construction that is worth considering. Firstly, it will sim-
plify matters to make available the following notation. Let us denote by
R+(W,∂W )gstd(−), the union of spaces R+(W,∂W )gstd(l) over all l > 0.
Thus,

R+(W,∂W )gstd(−) :=
⋃
l>0

R+(W,∂W )gstd(l).

Similarly, we define:

R+
boot(W,∂W )gstd(−) :=

⋃
l2

R+
boot(W,∂W )gstd(l2),
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over all admissible l2 > 0 (i.e. l2 such that the vector l̄ forms part of a
psc-boot triple (1,Λ, l̄)).

Proposition 6.2. For any l > 0 and any admissible l2 > 0, the inclusions:

R+(W,∂W )gstd(l) ⊂ R+(W,∂W )gstd(−)

and

R+
boot(W,∂W )gstd(l2) ⊂ R+

boot(W,∂W )gstd(−)

are weak homotopy equivalences.

Proof. This is a straightforward application of the techniques of Lemma
5.6. �

Consider once again the construction of the metric ḡstdboot. Instead of
replacing the cylindrical piece (N 1

2
× [0, 1], gstd +dt2) with (N 1

2
× [0, 1], ds2

p+

gq+2
boot(1)Λ,l̄) where l1 = l4 = 1, we instead replace it with a metric (N 1

2
×

[0, 1], ds2
p+g

q+2
step(1)(L̄)). Here the metric gq+2

step(1)(L̄) is an element of the space

of 1− step-metrics R+
1−step(Dq+1 × I) with straight edge pieces specified by

the vector L̄ = (L1, L2, L3, L4) as in section 5.3. Note that we insist that
L̄ satisfies L1 = L4 = 1 to ensure smooth attachment. There are of course
a multitude of metrics in R+

1−step(Dq+1 × I) which satisfy this condition.

(Note also that this space contains as a subspace all of the boot metrics of
radius 1.) We now consider the space of all metrics on X×I obtainable from
such an attachment. This space, denoted R+

step(X × I)gstd(−) is defined:

R+
step(X × I)gstd(−) := {ḡstep ∈ R+(X × I)gstd(−) :

ḡstep|N 1
2

= ds2
p + gq+2

step(1)(L̄),

gq+2
step(1)(L̄) ∈ R+

1−step(Dq+1 × I) and L1 = L4 = 1}.

Finally, we denote by R+
step(X × I)gstd(L2), for any L2, the subspace of

R+
step(X × I)gstd(−) consisting of metrics which take the form gstd(L2) on

the boundary. Note that once we restrict the torpedo neck length of the the
boundary metric to some L2, we limit the complexity of the corresponding
step metric. That said, as the space R+

step(X × I)gstd(−) includes even the

trivial step metrics (the cylinders gstd(L2) + dt2 for all L2 > 0), the space
R+

step(X × I)gstd(L2) is always non-empty.

Proposition 6.3. For any L2 > 0, the inclusion:

R+
step(X × I)gstd(L2) ⊂ R+

step(X × I)gstd(−)

is a weak homotopy equivalence.

Proof. This is a simple application of Lemma 5.8. �
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Let us return again to the space R+(W,∂W )g. We now adjust the map
µḡpre as follows. Instead of attaching to an element h ∈ R+(W,∂W )g, the
concordance ḡpre = ḡcon ∪ ḡstdboot, we instead attach ḡcon ∪ ḡstep for some
ḡstep ∈ R+

step(X × I)gstd(−). We denote such a map µḡstep . To be clear, this
map takes the form:

µḡstep : R+(W,∂W )g −→ R+(W,∂W )gstd(−)

h 7−→ h ∪ ḡcon ∪ ḡstep,

Obviously, there many such maps, one for each ḡstep ∈ R+
step(X × I)gstd(−).

We now denote by R+
step(W,∂W )gstd(L2) and R+

step(W,∂W )gstd(−) the space
defined:

R+
step(W,∂W )gstd(L2) :=

⋃
ḡstep

image(µḡstep) where ḡstep ∈ R+
step(X × I)gstd(L2)

and

R+
step(W,∂W )gstd(−) :=

⋃
ḡstep

image(µḡstep) where ḡstep ∈ R+
step(X × I)gstd(−).

To aid the reader, we provide schematic images of elements from the spaces
R+

boot(W,∂W )gstd(−), R+
step(W,∂W )gstd(−) and R+(W,∂W )gstd(−) in Fig. 27

We now have the following lemma.

Lemma 6.4. Consider, for some admissible l2 > 0, the following commu-
tative diagram of inclusions.

R+
boot(W,∂W )gstd(l2)� _

��

� � // R+
step(W,∂W )gstd(l2)

� � //
� _

��

R+(W,∂W )gstd(l2)� _

��

R+
boot(W,∂W )gstd(−)

� � // R+
step(W,∂W )gstd(−)

� � // R+(W,∂W )gstd(−)

Every map in this diagram is a weak homotopy equivalence.

Proof. We have shown already in Propositions 6.2 and 6.3 that the vertical
inclusions are weak homotopy equivalences. It suffices to show the same for
the horizontal maps on the bottom row. That the bottom left horizontal
inclusion is a weak homotopy equivalence follows immediately from Lemma
5.8. In the case of the bottom right inclusion, let K → R+(W,∂W )gstd(−)

be a compact family of psc-metrics. By stretching torpedo necks if nec-
essary, we can assume that the image of K lies in R+(W,∂W )gstd(l4) for
some l4 > 0. Applying the isotopy from Lemma 5.6 to the cylindrical
part gstd(l) + dt2 moves this family continuously into R+

step(W,∂W )gstd(l2) ⊂
R+

step(W,∂W )gstd(−) for some l2 > 0. Moreover, any metric which initially

lies in R+
step(W,∂W )gstd(−) remains there as this isotopy has at worst the

effect of adding another “step”. �
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1

1

1

Figure 27. Elements of the spaces R+
boot(W,∂W )gstd(−)

(left), R+
step(W,∂W )gstd(−) (middle) and R+(W,∂W )gstd(−)

(right)

6.3. The first claim of Theorem A. We are now in a position to in-
troduce the objects described in the statement of Theorem A. We begin by
specifying the manifold W ′ = W ∪Tφ obtained by gluing the trace Tφ above
to W in the obvious way. The manifold W ′ has boundary ∂W ′ = X ′. We
next specify a collar c′ : X ′ × [0, 2) ↪→ Tφ ⊂ W ′ around this boundary in
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such a way that the metric (c′)∗ḡ restricts on X ′ × I as the product metric
g′ + dt2. This takes care of the first claim of Theorem A, and allows us to
define the map:

µTφ,ḡ : R+(W,∂W )g −→ R+(W ′, ∂W ′)g′

h 7−→ h ∪ ḡ,

where W ′ = W ∪ Tφ and h∪ ḡ are the manifold and metric obtained by the
obvious gluing. Our main challenge is still ahead of us. We must show that
this map is a weak homotopy equivalence.

6.4. The strategy for proving Theorem A. The strategy for proving
Theroem A is quite similar to that of the proof of Theorem 1.1. The spaces
R+(W,∂W )g and R+(W ′, ∂W ′)g′ are complicated objects. We wish to re-
place these spaces with simpler, but weakly homotopy equivalent spaces
which are easily seen to be weakly homotopy equivalent to each other. Be-
fore discussing this further, recall we remarked in the introduction that we
must deal with the possibilty that the space R+(W,∂W )g may be empty.
For now, we will assume that R+(W,∂W )g (and hence R+(W ′, ∂W ′)g′) is
a non-empty space. We will call this the non-empty case of the theorem.
Later we will prove that R+(W,∂W )g 6= ∅ if and only if R+(W ′, ∂W ′)g′ 6= ∅.

Notice that, from above, the map µTφ,ḡ decomposes as a composition of
maps:

µTφ,ḡ : R+(W,∂W )g −→ R+(W,∂W )gstd(l2) −→ R+(W ′, ∂W ′)g′

h 7−→ h ∪ ḡpre 7−→ h ∪ ḡ,

where gstd(l2) = ds2
p + gq+1

torp(1)l2 . Earlier we denoted the first of these maps
by µḡpre . We denote the second by µḡ. In the case of µḡpre , we make use of
the collar adjustment construction described in section 6.1 but suppress the
notation. We obtain the following commutative diagram.

R+(W,∂W )g

µḡpre

��

µ(Tφ,ḡ)
// R+(W ′, ∂W ′)g′

R+(W,∂W )gstd(l2)

µḡ
55

Recall that R+
boot(W,∂W )gstd(l2) := image(µḡpre). Setting

R+
Estd(W ′, ∂W ′)g′ := image(µTφ,ḡ),

we reformulate this diagram as:

R+(W,∂W )g

µḡpre

��

µ(Tφ,ḡ)
// R+(W ′, ∂W ′)g′

R+
boot(W,∂W )gstd(l2)

µḡ
// R+

Estd(W ′, ∂W ′)g′
?�

OO
(6.1)
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where the hooked arrow indicates inclusion. The bottom horizontal map
µḡ is simply the map which removes the standard product of boots ds2

p +

ĝq+2
torp(1)1,l2 and attaches gp+1

torp + gq+1
torp; see Fig. 28 for an illustration of what

is going on. The space R+
Estd(W ′, ∂W ′)g′ should be thought of as a space of

extra-standard psc-metrics on W ′ which extend g′. The motivation for this
terminology will become clear later. The following lemma, an analogue of
Proposition 4.8, is immediate.

Lemma 6.5. The map µḡ : R+
boot(W,∂W )gstd(l2) −→ R+

Estd(W ′, ∂W ′)g′ is a
homeomorphism.

l3 l3

l2

1 1

Figure 28. An element h ∈ R+
boot(W,∂W )gstd(l2) (left) and

its image µḡ(h) ∈ R+
Estd(W ′, ∂W ′)g′ (right)

To complete the proof of theorem A, we must show that the vertical maps in
diagram (6.1) are weak homotopy equivalences. This is reasonably straight-
forward for the left inclusion and we begin with that case below. As discussed
in the introduction, the case of the right inclusion is more challenging. Our
proof is modeled on the proof of the analogous Theorem 1.1. In particular,
it will be done in stages involving some intermediary spaces.

6.5. The left side of the diagram. We start on the left hand side of
diagram (6.1). The map µḡpre further decomposes into two maps as follows.
We denote as usual by ḡcon ∈ R+(X × I), the concordance between g and
gstd, obtained via the Gromov-Lawson isotopy. After making use of the
collar adjustment construction of section 6.1, we obtain a map:

µḡcon : R+(W,∂W )g −→ R+(W,∂W )gstd

h 7−→ h ∪ ḡcon.
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We describe the remaining part of the Gromov-Lawson trace construction,
where we add the “boot concordance” ḡstdboot as the map:

µḡstdboot
: R+(W,∂W )gstd

−→ R+
boot(W,∂W )gstd(l2)

h 7−→ h ∪ ḡstdboot,

once again making use of the collar adjustment from section 6.1. Thus, we
have that:

µḡpre = µḡstdboot
◦ µḡcon .

Importantly, the concordance ḡcon is slicewise. By this, we mean that it
takes the form (or at least pulls back by an obvious rescaling to) gs + ds2

on some X × [0, s̄] where gs ∈ R+(X) for all s ∈ [0, s̄], g0 = g and gs̄ = gstd.
(Recall it was constructed directly from an isotopy as an appropriately scaled
warped product metric.) This means that there is an obvious homotopy
through concordances to the standard cylinder g + ds2; see Corollary 2.3.
In particular, we obtain the following lemma.

Lemma 6.6. The map µḡcon is a weak homotopy equivalence.

Proof. We define a homotopy inverse to µḡcon ,

µḡ−1
con

: R+(W,∂W )gstd
−→ R+(W,∂W )g,

defined by attaching the concordance ḡcon at the opposite end. By using the
slicewise nature of the concordance, it is now easy to construct a homotopy
of the maps: µḡcon◦µḡ−1

con
and µḡ−1

con
◦µḡcon to the appropriate identity maps via

homotopies which specify isotopies of appropriate parts of the concordance
to the cylinder metric, followed by any necessary rescaling. The case of
µḡ−1

con
◦ µḡcon is illustrated in Fig. 29. �

The argument employed to prove Lemma 6.6 works just as well in proving
the following more general fact.

Lemma 6.7. Suppose g1, g2 ∈ R+(X) are isotopic metrics. The spaces
R+(W,∂W )g1 and R+(W,∂W )g2 are weakly homotopy equivalent.

Remark 6.8. Lemma 6.7 can also be obtained as a corollary to a much
stronger result due to Chernysh in [6] (and improved by Ebert and Frenck
in [9]). We will come back to this result a little later.

Lemma 6.9. The map µḡstdboot
is a weak homotopy equivalence.

Proof. The proof here is completely analogous to the proof of Lemma 6.6.
We define a homotopy inverse µḡ−1

stdboot
as before by turning the concordance

ḡstdboot around and gluing at the opposite end. Lemma 5.6 allows us to
construct an isotopy of this concordance back to the standard cylinder and
so the proof goes through exactly as in Lemma 6.6. To aid the reader, we
illustrate the case of µḡ−1

stdboot
◦ µḡstdboot

in Fig. 30. �

Combining Lemmas 6.6 and 6.9 gives the following.

Lemma 6.10. The map µḡpre is a weak homotopy equivalence.
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Figure 29. The metric h (top left), followed by the metric
µḡcon(h) (top middle), the metric µḡ−1

con
◦ µḡcon(h) (top right),

the isotopy of the concordance back to the cylinder (bottom
left) and rescaling (bottom right) back to h

6.6. The right side of the diagram. It remains for us to show that the
inclusion:

R+
Estd(W ′, ∂W ′)g′ ↪→ R+(W ′, ∂W ′)g′ ,

is a weak homotopy equivalence. It will suit us to have some flexibility re-
garding the neck-length of the torpedo factor of the standard part of the
boundary metric. Recall at the end of section 4, we defined the space
R+(W ′, ∂W ′)g′(−). Essentially this slightly extends R+(W ′, ∂W ′)g′ by al-
low the torpedo factor of the standard region to have arbitrary neck-length.
Importantly, in Lemma 4.15, we showed that the inclusion:

R+(W ′, ∂W ′)g′ ⊂ R+(W ′, ∂W ′)g′(−)

is a weak homotopy equivalence. Analogously, we defineR+
Estd(W ′, ∂W ′)g′(λ)

to be the space obtained by replacing the standard piece (N̄ ′toe
∼= Dp+1 ×

Dq+1, gp+1
torp + gq+1

torp) with (N̄ ′toe
∼= Dp+1 × Dq+1, gp+1

torp(1)λ + gq+1
torp). We then

define the space R+
Estd(W ′, ∂W ′)g′(−) as:

R+
Estd(W ′, ∂W ′)g′(−) :=

⋃
λ>0

R+
Estd(W ′, ∂W ′)g′(λ).

The following proposition is immediate.

Proposition 6.11. For any λ > 0, the inclusion:

R+
Estd(W ′, ∂W ′)g′(λ) ⊂ R+

Estd(W ′, ∂W ′)g′(−)

is a homotopy equivalence.
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Figure 30. The metric h (top left), followed by the met-
ric µḡstdboot

(h) (top right), the metric µḡ−1
stdboot

◦ µḡstdboot
(h)

(middle left), the isotopy of the “double boot” concordance
back to the cylinder (middle right) and rescaling (bottom
left) back to h (bottom right)

We consolidate these observations in the following commutative diagram
of inclusions.

R+(W ′, ∂W ′)g′
� � // R+(W ′, ∂W ′)g′(−)

R+
Estd(W ′, ∂W ′)g′

� � //
?�

OO

R+
Estd(W ′, ∂W ′)g′(−)

?�

OO
(6.2)

From Lemma 4.15 and Proposition 6.11 we know that the horizontal maps
above are both weak homotopy equivalences. Thus, to prove that the left
vertical map is a weak homotopy equivalence (completing the proof of The-
orem A) it suffices to show that the right vertical map is a weak homotopy
equivalence. For the remainder of the section we will work on this problem.

We begin by specifying an intermediary space, R+
std(W ′, ∂W ′)g′(−), satis-

fying:

R+
Estd(W ′, ∂W ′)g′(−) ⊂ R+

std(W ′, ∂W ′)g′(−) ⊂ R+(W ′, ∂W ′)g′(−),
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and show that the above inclusions are both weak homotopy equivalences.
The space R+

std(W ′, ∂W ′)g′(−) (in a slightly more general setting) features
in Lemma 4.13 and we define it here in essentially the same way. We recall
that the smooth manifold W ′ decomposes as the union:

W ′ := W ∪ Tφ = W ∪ (X × I) ∪φ Dp+1 ×Dq+1,

where the latter union is obtained by gluing the partial boundary Sp ×
Dq+1 ⊂ Dp+1 ×Dq+1 to X × {1} via the embedding φ : Sp ×Dq+1 ↪→ X.
We denote by φ̄, the map φ̄ : Dp+1 × Dq+1 → W ′ which extends φ and is
defined by:

φ̄(x, y) = (φ(x, y), 1) ∈ X × {1} when (x, y) ∈ Sp ×Dq+1,
φ̄(x, y) = (x, y) when (x, y) ∈ (Dp+1 ×Dq+1) \ (Sp ×Dq+1).

The families of embeddings φρ and φ̄ρ as well as the spaces Nρ = φρ(S
p ×

Dq+1) and N̄ρ = φ̄ρ(D
p+1 ×Dq+1), where ρ ∈ (0, 1] are as in the preamble

to Lemma 4.13. Moreover, we may assume that the collar c′ : X ′ × [0, 2) ↪→
W ′ has been specified so as to ensure compatibility with φ̄ in the sense of
Lemma 4.13. In particular, this means that the embedded disk Dq+1 :=
φ̄({0} × Dq+1) is particularly nicely embedded with respect to metrics in
R+

Estd(W ′, ∂W ′)g′(−); see Fig. 31. We now define the space:

N 1
2

∼= Dp+1 ×Dq+1

Dq+1

Figure 31. The embedded disk Dq+1 := φ̄({0} × Dq+1)
(left) in the case of a metric from R+

Estd(W ′, ∂W ′)g′(−) (left)
and an arbitrary metric from R(W ′, ∂W ′)g′(−) (right)

R+
std(W ′, ∂W ′)g′(−) := {h̄ ∈ R+(W ′, ∂W ′)g′(−) :φ̄∗1

2

h̄ = gp+1
torp(1)λ + gq+1

torp

for some λ > 0}.
A typical metric in this space is schematically depicted in Fig. 32. The
following Lemma is now an immediate consequence of Lemma 4.15. Note
that the roles of p and q are reversed from the statement of Lemma 4.15,
which dealt with the analogous situation on the manifold W . However, as
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N 1
2

∼= Dp+1 ×Dq+1

Dp+1

Figure 32. A typical element of R+
std(W ′, ∂W ′)g′(−)

we assume both p, q ≥ 2, the lemma goes through in the W ′ case just as
well.

Lemma 6.12. The inclusion:

R+
std(W ′, ∂W ′)g′(−) ⊂ R+(W ′, ∂W ′)g′(−)

is a weak homotopy equivalence.

It remains to show that the inclusion

R+
Estd(W ′, ∂W ′)g′(−) ⊂ R+

std(W ′, ∂W ′)g′(−),

is a weak homotopy equivalence. To aid the reader, and to make sure it is
clear that this inclusion makes sense, we begin by comparing an example
of each type of metric in Fig. 33 below. Elements of R+

Estd(W ′, ∂W ′)g′(−)

take a standard form on a larger region than elements ofR+
std(W ′, ∂W ′)g′(−).

This was the motivation for referring to them as “extra-standard” metrics.
To understand this, recall that a metric in R+

Estd(W ′, ∂W ′)g′(−) is the image

of a metric in R+
boot(W,∂W )gstd(l2). In turn, this pre-image metric takes the

form: h∪ ḡstdboot for some h ∈ R+(W,∂W )g. Let us denote by C ⊂W , the
region of W on which the metric component ḡstdboot is defined. We then
denote by C ′, the analogous region of W ′ obtained after surgery on C; see
Fig. 33 where the region C ′ is contained in the solid lines.

Let us now consider the pre-image metric. On C it takes a form which was
essentially obtained by pushing out boots with toe height 1 from a product
gstd +dt2 on X× [0, l3] for some potentially large l3 > 1. Thus, if we remove
the subregion diffeomorphic to N× [0, l3] on which the metric takes the form
ds2
p + ḡboot(1)Λ,l̄, the remaining metric is isometric to ((X \N)× [0, l3], g +

dt2). Consider now the image metric in R+
Estd(W ′, ∂W ′)g′(−). There is a
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corresponding subregion of C ′ (indicated by the thicker solid lines in Fig.
33) where the metric also takes the form ((X\N)×[0, l3], g+dt2). Fixing the
region, but replacing the metric with one from R+

std(W ′, ∂W ′)g′(−) we see an
immediate difference; see right of Fig. 33. On the subregion corresponding
to (X \N)× [0, 1], these metrics agree. But outside of here the latter metric
is arbitrary.

(X \N)× [0, l3]

(X \N)× [0, 1]

X \ C ′ X \ C ′

1

C ′

1

Figure 33. An element of R+
Estd(W ′, ∂W ′)g′(−) and an ar-

bitrary element of R+
std(W ′, ∂W ′)g′(−) (right)

We now focus on an arbitrary metric h ∈ R+
std(W ′, ∂W ′)g′(−). Working

only where this metric is standard (and thus where it agrees with every other
metric in R+

std(W ′, ∂W ′)g′(−)), we may specify a region R2 diffeomorphic to
X × I which decomposes W ′ into 3 pieces R1, R2 and R3 where R1 tR2 =
W ′ \ int(R1); see Fig. 34. The first piece, R1, is diffeomorphic to the trace
of the original surgery on X, while the third piece, R3, is diffeomorphic to
W . We will assume each piece contains its boundary and so {R1, R2, R3} is
not strictly a partition of W ′.

We will take a closer look at the region R2. As shown in Fig. 35, this
region can be decomposed into 2 pieces: R′2 and R′′2 . One of these, R′2,
highlighted in Fig. 35, is diffeomorphic to I × Sp ×Dq+1. The other, R′′2 is
identified with I×(X \N 1

2
) and thus diffeomorphic to I×(X \(Sp×Dq+1)).

Thus on R′′2 , any metric inR+
std(W ′, ∂W ′)g′(−) takes the form dt2+gstd|X\N 1

2

.

In particular, near R′2 ∩ R′′2 ∼= I × Sp × Sq, any such metric is dt2 + ds2
p +

ds2
q . On the region R′2, all metrics in R+

std(W ′, ∂W ′)g′(−) take the form of a

restriction to a particular subregion of Rp+1×Rq+1 equipped with the metric
gp+1

torp + gq+1
torp. This subregion is depicted in Fig 36. On Rp+1×Rq+1, the cap

of each torpedo is centered at the origin while the necks are infinite. The
coordinates s and t in the diagram represent radial distance in Rp+1 and Rq+1
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R3

R1

R2

Figure 34. An arbitrary element h ∈ R+
std(W ′, ∂W ′)g′(−)

R′′2

R′2

Figure 35. The decomposition of the region R2 into subre-
gions R′2 and R′′2

respectively. The boundary of R′2 consists of ∂1(R′2) = R′2∩R′′2 ∼= I×Sp×Sq
and a piece ∂2(R′2) ∼= Sp ×Dq+1 × {0} t Sp ×Dq+1 × {0}. We have further
decomposed R′2 into 3 subregions. Near ∂1R

′
2, there is a region we denote

R′2(outer) on which the metric takes the form ds2 + dt2 + ds2
p + ds2

q . Next
we have the region R′2(middle) in which the metric takes the same form
but where the boundary curves in the diagram bend over an angle of π

2 .
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Finally we have remaining region, R′2(inner) where the metric takes the

form ds2 + ds2
p + gq+1

torp.

Rp+1

Rq+1

R′2(outer)

R′2(inner)

Figure 36. Representing the metric on R′2 as a subspace of

Rp+1 × Rq+1 with the metric gp+1
torp + gq+1

torp

We will now describe an isotopy of the arbitrary metric h in the space
R+

std(W ′, ∂W ′)g′(−) to an element of R+
Estd(W ′, ∂W ′)g′(−). This isotopy is

denoted:

σ : I −→ R+
std(W ′, ∂W ′)g′(−)

and will satisfy the following conditions.

(i.) σ(0) = h.
(ii.) For all t ∈ I, the metric σ(t) restricts on the region R′′2 to a cylinder

metric of the form dr2 + h1|X\Nρ′ where r ∈ [0, λ] for some smooth

parameter λ = λ(t) > 0.
(iii.) On the regions R1 ∪R3, σ(t) = h|R1∪R3 for all t ∈ I.

Thus, we make adjustments only on R2. In order to satisfy condition (iii.)
above, we in fact work away from the boundary of R2, as suggested by the
subregion inscribed inside R2 in Fig. 35. The parameter λ(t) in condition
(ii.) allows us to stretch the cylindrical metric on R′′2 to be as long as we
require. It remains to specify conditions for the isotopy σ on the region R′2.
Obviously, near R′2∩R′′2 , the metric σ(t)|R′2 must take the form dr2+ds2

p+ds
2
q

as in condition (ii.). Thus on R′2(outer) and R′2(middle) we do nothing more
than carefully stretch out the cylinder in line with the above condition (ii.).
The non-trivial part happens inside R′2(inner). Recall, here the metric takes

the form ds2 + ds2
p + gq+1

torp(1). We leave the ds2
p factor untouched. On the
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cylinder factor ds2 + gq+1
torp(1) we perform two iterations of the boot metric

isotopy described in Lemma 5.6. The resulting metric on this cylinder is
depicted in Fig. 37 below while the result of the isotopy on h is depicted in
Fig. 38.

Figure 37. The restriction of the metrics σ(0) = h (left)
and σ(1) (right) to the region R2

Remark 6.13. The isotopy σ necessarily alters the neck-lengths of the tor-
pedo factor of the standard part of the boundary metric. This is the reason
we opted to work inside the larger space R+(W ′, ∂W ′)g′(−) rather than

R+(W ′, ∂W ′)g′ .

The isotopy does indeed move metrics from R+
std(W ′, ∂W ′)g′(−) into

the space R+
Estd(W ′, ∂W ′)g′(−). Moreover, as this isotopy only takes place

where all elements of R+
std(W ′, ∂W ′)g′(−) agree and are standard, it is clear

that it works for compact families of psc-metrics. There is a problem in
using this isotopy to show the inclusion

R+
Estd(W ′, ∂W ′)g′(−) ⊂ R+

std(W ′, ∂W ′)g′(−),

is a weak homotopy equivalence. Metrics which are already in the space
R+

Estd(W ′, ∂W ′)g′(−) may be temporarily moved out of that space. As ev-
erything happens on the standard region, the damage is not severe and
we can get around this problem by, once again, introducing an interme-
diary space which contains R+

Estd(W ′, ∂W ′)g′(−), is invariant of the iso-
topy construction above and which is itself weakly homotopy equivalent
to R+

Estd(W ′, ∂W ′)g′(−). This space is denoted R+
stepstd(W ′, ∂W ′)g′(−) and

will satisfy:

R+
Estd(W ′, ∂W ′)g′(−) ⊂ R+

stepstd(W ′, ∂W ′)g′(−) ⊂ R+
std(W ′, ∂W ′)g′(−).
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Figure 38. The elements σ(0) = h ∈ R+
std(W ′, ∂W ′)g′(−)

and σ(1) ∈ R+
Estd(W ′, ∂W ′)g′(−)

It is here that we finally make use of our earlier work on step metrics, in
section 5.3.

We specify a cylinder C ⊂ N , where C ∼= Sp × Dq+1 × I and whereon
each element of R+

Estd(W ′, ∂W ′)g′(−) takes the form dr2 +ds2
p+gq+1

torp(1). We

assume that the region R′2 defined above is contained in C. This is depicted in
the left image of Fig. 39. We now define the space R+

stepstd(W ′, ∂W ′)g′(−)

to be the subspace of R+
std(W ′, ∂W ′)g′(−) consisting of psc-metrics which

satisfy the following conditions.

(i.) Outside of C, metrics inR+
stepstd(W ′, ∂W ′)g′(−) satisfy the same con-

ditions as metrics in R+
Estd(W ′, ∂W ′)g′(−)

(ii.) On C, metrics in R+
stepstd(W ′, ∂W ′)g′(−) take the form ds2

p+gq+2
step(1)

where gq+1
step(1) is some element of R+

step(Dq+1 × I), the space of step
metrics.

Such elements are depicted in the right hand image of Fig. 39. We now
have the following lemma.

Lemma 6.14. The inclusion:

R+
Estd(W ′, ∂W ′)g′(−) ⊂ R+

std(W ′, ∂W ′)g′(−)

is a weak homotopy equivalence.
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Proof. It is easy to see that the sequence of inclusions:

R+
Estd(W ′, ∂W ′)g′(−) ⊂ R+

stepstd(W ′, ∂W ′)g′(−) ⊂ R+
std(W ′, ∂W ′)g′(−),

is valid. It is a simple application of Lemma 5.8 to show that the first of
these inclusions is a weak homotopy equivalence. Finally, as the restriction
of the isotopy described above on a cylinder of torpedo metrics is precisely
the isotopy used to define step metrics, the space R+

stepstd(W ′, ∂W ′)g′(−) is

invariant under the above isotopy. �

C

Figure 39. Elements of R+
Estd(W ′, ∂W ′)g′(−) (left) and

R+
stepstd(W ′, ∂W ′)g′(−) (right)

Combining Lemmas 6.12 and 6.14 with the observation made concerning
diagram 6.2 gives us that the vertical map on the right side of diagram (6.1)
is a weak homotopy equivalence. This completes the proof of Theorem A,
in the non-empty case.

Finally, we consider the possibility that R+(W,∂W )g = ∅. Assume that

R+(W ′, ∂W ′)g′ 6= ∅ and let W ′′ = W ′ ∪ T−1
φ be the manifold obtained by

attaching the “upside-down” version of the trace of φ, denoted T−1
φ onto W ′

in the obvious way. This upside-down trace also admits a Gromov-Lawson
trace metric, ḡ−1, between g′ and some psc-metric g′′ on X. Thus, for some
metric h ∈ R+(W ′, ∂W ′)g′ we have a psc-metric h ∪ ḡ−1 ∈ R+(W ′′)g′′ . By

performing surgeries on the interior of Tφ ∪ T−1
φ we may make this region

cylindrical and so turn W ′′ back into W . Importantly, the fact that p, q ≥ 2
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means that such surgeries are in codimension at least three. Hence we may
apply the original Gromov-Lawson construction, away from the boundary, to
obtain from h∪ ḡ−1, an element of R+(W,∂W )g′′ . It follows from Theorem
0.4 of section 3.2 in [28], that the metrics g and g′′ are isotopic. Thus, by
Lemma 6.7, the spaceR+(W,∂W )g 6= ∅ and so we have thatR+(W,∂W )g 6=
∅ if and only if R+(W ′, ∂W ′)g′ 6= ∅. This completes the proof of Theorem
A.

6.7. The proof of Theorem B. This is essentially a mimic of the proof
by Gromov and Lawson of their coincidentally named Theorem B in [14].

Proof of Theorem B. We remove a disk Dn from the interior of W to
form a manifold Y with boundary ∂Y = X t Sn. We then attach this to
W in the obvious way to obtain W ′ := W ∪ Y , a manifold with boundary
∂W ′ = Sn. This is, equivalently, the manifold obtained by removing a
disk from the double of W . Importantly, since the inclusion X ↪→ Y is
2-connected, Y can be decomposed into a union of elementary cobordisms,
each of which satisfy the hypotheses of Theorem A. Thus, by Theorem
A, R+(W,∂W )g is weakly homotopy equivalent to R+(W ′, Sn)g′ for any
g ∈ R+(X) for which R+(W,∂W )g 6= ∅ and some g′ ∈ R+(Sn) (determined
by g). Finally, as W ′ is obtained from W by taking a double and removing
a disk, there is a sequence of surgeries on the interior of W ′ which turn it
into a disk, Dn+1. The assumption that X ↪→ Y is 2-connected means that
these surgeries (and their complementary surgeries) are all in codimension
≥ 3. Thus, by Chernysh’s Theorem (Theorem 1.1), R+(W ′, Sn)g is weakly
homotopy equivalent to R+(Dn+1, Sn)g′ .

Part (ii) follows from a specific case of another theorem of Chernysh, The-
orem 1.2 of [6]. Essentially, this theorem implies that if two psc-metrics g and
g′ in R+(∂W ) are isotopic, then the spaces R+(W,∂W )g and R+(W,∂W )g′

are homotopy equivalent. As the metric g′ above is isotopic to ds2
n, part (i)

along with this fact gives us that R+(W,∂W )g is weakly homotopy equiv-
alent to R+(Dn+1, Sn+1)ds2n . In turn the space R+(Dn+1, Sn)ds2n is home-

omorphic to a subspace R+
std(Sn) ⊂ R+(Sn), of psc-metrics which take the

form of a standard torpedo on the southern hemisphere. The conclusion
then follows from the fact, demonstrated in the proof of Theorem 1.1, that
the inclusion R+

std(Sn) ↪→ R+(Sn) is a weak homotopy equivalence. �

7. The Proof of Theorem C

At this point it is useful to recall the following observation by Chernysh
in [6]. Recall the restriction map:

res : R+(W,∂W ) −→ R+(∂W )

g 7−→ g|∂W.
Thus, for any g ∈ R+(X), the space R+(W,∂W )g is precisely res−1(g). We
next denote by R+

0 (∂W ), the image space res(R+(W,∂W )) ⊂ R+(∂W ).
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Originally proved to be a quasifibration by Chernysh, [6, Theorem 1.1],
Ebert and Frenck have shown in [9, Theorem 1.1]that the map:

res : R+(W,∂W ) −→ R+
0 (∂W ),

obtained by restriction of the codomain, is a Serre fibration. In particular
this implies that for any psc-metrics g ∈ R+(∂W ) and ḡ ∈ R+(W,∂W )g,
there are isomorphisms:

πk(R+(W,∂W ),R+(W,∂W )g, ḡ) ∼= πk(R+
0 (∂W, g)),

for all k ≥ 0. In particular, we obtain the following long exact sequence in
homotopy groups.

· · ·πk(R+(W,∂W )g, ḡ) // πk(R+(W,∂W ), ḡ)
res∗ // πk(R+

0 (∂W ), g)

��

· · ·πk−1(R+
0 (∂W ), g) πk−1(R+(W,∂W ), ḡ)

res∗oo πk−1(R+(W,∂W )g, ḡ).oo

We note here that the set π0(R+
0 (∂W ), g) is usually not trivial.

Recall that the space R+
0 (X), where X = ∂W , is of course the image

of the above restriction map. Similarly, we define the space R+
0 (X ′) where

X ′ = ∂W ′, in the same way. We will also denote byR+
0,std(X) andR+

0,std(X ′)

the respective spaces R+
0 (X)∩R+

std(X) and R+
0 (X ′)∩R+

std(X ′). Recall, the

spaces R+
std(X) and R+

std(X ′) were the subject of Lemma 4.8. The following
lemma is an easy consequence of Theorem 1.1.

Lemma 7.1. Let W and W ′ satisfy the hypotheses of Theorem A. Then the
inclusions:

R+
0,std(X) ↪→ R+

0 (X) and R+
0,std(X ′) ↪→ R+

0 (X ′)

are homotopy equivalences. In particular, the spaces R+
0 (X) and R+

0 (X ′)
are homotopy equivalent.

Proof. Suppose g ∈ R+(X) extends to an element of ḡ ∈ R+(W,∂W )g.
Then, using the fact that isotopy implies concordance, any metric h ∈
R+(X), which is psc-isotopic to g, extends to an element h̄ ∈ R+(W,∂W )h.
This partitions the path components of R+(X) into the subsets of those
consisting of psc-metrics which extend to elements of R+(W,∂W ) and those
which do not. The former is of course the subspace R+

0 (W,∂W ). Further-
more, if a psc-metric g is an element of R+

0 (X), then any metric g′ obtained
by Gromov-Lawson surgery is an element of R+

0 (X ′). In case this is un-
clear, recall that if ḡ ∈ R+(W,∂W )g, the procedure described in Theorem
A gives rise to a psc-metric ḡ′ ∈ R+(W ′, ∂W ′)g′ . Hence, the Gromov-Lawson
construction gives rise to a one to one correspondence between path compo-
nents of R+(X) and R+(X ′). In particular, subspaces R+

0 (X) and R+
0 (X ′)

arise by simply removing corresponding (homotopy equivalent) path com-
ponents of R+(X) and R+(X ′). The arguments in the proof of Theorem
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1.1 which demonstrate that the inclusion Rstd(X) ↪→ R+(X) is a homotopy
equivalence go through just as well to show that R0,std(X) ↪→ R+

0 (X) and

R0,std(X ′) ↪→ R+
0 (X ′) are homotopy equivalences. It follows immediately

from Lemma 4.8, that the spaces R0,std(X) and R0,std(X ′) are homeomor-
phic, completing the proof. �

Suppose now that we fix psc-metrics g ∈ R+
0 (X) and gstd ∈ R+

0,std(X)

where gstd is obtained from g in the usual way, by the Gromov-Lawson
construction. Denoting by R+(W,∂W )std, the pre-image res−1(R+

0,std(X)),

we obtain the following commutative diagram where, as always, hooked
arrows denote inclusion.

R+(W,∂W )g

µḡcon

��

� � // R+(W,∂W )
res // R+

0 (X)

R+(W,∂W )gstd

� � // R+(W,∂W )std

?�

OO

res // R+
0,std(X)
?�

OO

The vertical map on the left, µḡcon , is defined in the proof of Theorem A. In
particular, it is the map that attaches to the boundary of W the concordance
between g and gstd obtained from the Gromov-Lawson isotopy specified by
Theorem 4.2. By Lemma 6.6, we know that this map is a weak homotopy
equivalence. The rightmost vertical map is inclusion and is also a homotopy
equivalence by Lemma 7.1 above. We will now show that the middle vertical
map, which is also an inclusion, is a weak homotopy equivalence as well.

Lemma 7.2. The inclusion map:

R+(W,∂W )std ↪→ R+(W,∂W )

is a weak homotopy equivalence.

Proof. The map res : R+(W,∂W )std −→ R+
0,std(X) is simply the pull-

back under the inclusion R+
0,std(X) ↪→ R+

0 (X), of the known Serre fibration

(from [9, Theorem 1.1]) res : R+(W,∂W )→ R+
0 (X). Thus, it is also a Serre

fibration. As both rows of the above diagram are Serre fibrations, we obtain
the following diagram at the level of homotopy groups.
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πk(R+(W,∂W )gstd
, ḡstd)

��

oo
∼= // πk(R+(W,∂W )g, ḡ)

πk(R+(W,∂W )gstd
, ḡstd)

res∗
��

// πk(R+(W,∂W ), ḡ)
��

πk(R+
0,std(X), gstd)

��

oo
∼= // πk(R+

0 (X), g)
��

res∗

πk−1(R+(W,∂W )gstd
, ḡstd) oo

∼= // πk−1(R+(W,∂W )g, ḡ)
��

The columns of this diagram form segments of long exact sequences. We
know in advance that the horizontal homomorphisms are isomorphisms in all
cases except πk(R+

0,std(X)) → πk(R+(W,∂W ), ḡ). That this is necessarily

an isomorphism is implied by the 5-lemma.
�

Turning our attention to W ′, we let g′ = g′std ∈ R
+
0,std(X ′) denote the psc-

metric obtained by Gromov-Lawson surgery on g. DefiningR+(W ′, ∂W ′)std :=
res−1(R+

0,std(X ′)), we obtain the following commutative diagram where the

righthand vertical inclusion is a weak homotopy equivalence.

R+(W ′, ∂W ′)g′
OO

=

��

� � // R+(W ′, ∂W ′)
res // R+

0 (X ′)

R+(W ′, ∂W ′)g′
� � // R+(W ′, ∂W ′)std

?�

OO

res // R+
0,std(X ′)
?�

OO

Analogously to before, the map res : R+(W ′, ∂W ′)std → R+
0,std(X ′) is a

Serre fibration and consequently, we have the following lemma.

Lemma 7.3. The inclusion map:

R+(W ′, ∂W ′)std ↪→ R+(W ′, ∂W ′)

is a weak homotopy equivalence.

Next, given some g ∈ R+
0 (X), we recall a number of spaces defined in

the previous section. Firstly, we have the subspaces R+
boot(W,∂W )gstd(l2) ⊂

R+(W,∂W )gstd
andR+

Estd(W ′, ∂W ′)g′ ⊂ R+
std(W ′, ∂W ′)g′ ⊂ R+(W ′, ∂W ′)g′ .

Recall these came with a map:

µḡ : R+
boot(W,∂W )gstd(l2) −→ R+

Estd(W ′, ∂W ′)g′ ,

which, in Lemma 6.5 is shown to be a homeomorphism. The reader may
wish to refer to Fig. 27 for a schematic description of metrics in these
spaces. We recall also the spaces R+

boot(W,∂W )gstd(l2), R+
boot(W,∂W )gstd(−),
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R+
step(W,∂W )gstd(L2), R+

step(W,∂W )gstd(l2) and R+(W,∂W )gstd(−) described
in the preamble to Lemma 6.4. We will now describe extensions of these
spaces which involve allowing the boundary metric to vary.

For each g ∈ R+
0,std(X), we define R+

boot(W,∂W )g(l2) to be the space of

psc-metrics which is the images of the map µḡpre with one minor caveat.
In this case, as the metric is already standard, we assume that the µḡcon

factor of the map µḡpre simply attaches a cylinder. We similarly define

R+
step(W,∂W )g(L2). Finally, we define R+

Estd(W ′, ∂W ′)g′ to be the image of
µḡ where ḡ is the corresponding Gromov-Lawson trace with respect to the
metric g.

We are now able to define the spaces:

R+
Estd(W ′, ∂W ′) :=

⋃
g′∈R+

0,std(X′)

R+
Estd(W ′, ∂W ′)g′ ,

R+
boot(l2)(W,∂W ) :=

⋃
g∈R+

0,std(X)

R+
boot(W,∂W )g(l2),

R+
boot(W,∂W ) :=

⋃
l2

R+
boot(l2)(W,∂W ) where l2 > 0 is admissible,

R+
step(L2)(W,∂W ) :=

⋃
g∈R+

0,std(X)

R+
step(W,∂W )g(L2),

R+
step(W,∂W ) :=

⋃
L2>0

R+
step(L2)(W,∂W ).

We would like to add a couple of other spaces here. With R+
std(X) as above

we define for each λ > 0 the space:

R+
std(λ)(X) := {g ∈ R+(X) : φ∗1

2

g = ds2
p + gq+1

torp(1)λ}.

Thus, the neck length of the torpedo factor on the standard region is equal
to λ > 0. We now have:

R+
0,std(λ)(X) := R+

std(λ)(X) ∩R+
0 (X)

and

R+(W,∂W )std(λ) := res−1(R+
0,std(λ)(X)).

Naturally, this leads to:

R+
0,std(−)(X) :=

⋃
λ>0

R+
0,std(λ)(X) and R+(W,∂W )std(−) := res−1R+

0,std(−)(X).
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Lemma 7.4. Consider, for some admissible l2 > 0, the following commu-
tative diagram of inclusions.

R+
boot(l2)(W,∂W )

� _

��

� � // R+
step(l2)(W,∂W ) �

�
//

� _

��

R+(W,∂W )std(l2)� _

��

R+
boot(−)(W,∂W ) �

�
// R+

step(−)(W,∂W ) �
�

// R+(W,∂W )std(−)

R+(W,∂W )std

� ?

OO

Every map in this diagram is a weak homotopy equivalence.

Proof. With the exception of the bottom right vertical map, this is essen-
tially a repeat of the proof of Lemma 6.4. As all adjustments take place
on metrics which are already standard, the fact that we have increased the
size of the spaces from those of the earlier lemma makes no difference. The
bottom right vertical map in fact forms part of a deformation retract; simply
scale all torpedo neck lengths down to length 1. �

We now define a map:

µ : R+
boot(l2)(W,∂W ) −→ R+

Estd(W ′, ∂W ′)

h 7−→ µ
h|∂W (h),

where µ
h|∂W is the lower horizontal map from diagram 6.1 with respect to

h|∂W . This map simply removes the boots (the metric ds2
p+ĝq+2

torp(1)1,l2) from

elements of R+
std(W,∂W ) and attaches gp+1

torp +gq+1
torp. Again, as this map only

affects the standard region of the metric, it really is just the earlier map. The
following lemma, the obvious generalisation of Lemma 6.5 is now immediate.

Lemma 7.5. The map µ : R+
boot(l2)(W,∂W ) −→ R+

Estd(W ′, ∂W ′) is a home-

omorphism.

Proof of Thereom C. We begin by consolidating what we have proved so
far in the following diagram.

R+
boot(l2)(W,∂W )

µ(∼=)

��

� � // R+(W,∂W )std
� � // R+(W,∂W )

R+
Estd(W ′, ∂W ′) �

�
// R+(W ′, ∂W ′)std

� � // R+(W ′, ∂W ′)

The vertical map is a homeomorphism by Lemma 7.5. It remains to deal
with the horizontal maps. These maps are all inclusions, the rightmost two
of which are weak homotopy equivalences by Lemmas 7.2 and 7.3. That the
top left horizontal map is a weak homotopy equivalence follows from Lemma
7.4. Weak homotopy equivalence in the case of the bottom left horizontal
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map follows from application of the arguments used in the proof of Lemma
6.14. Again, as all adjustments take place only in the standard region, the
methods of this Lemma apply equally well here. �

Finally, Corollary D follows easily by the argument used to prove part (i) of
Theorem B.
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x+123 pp. ISBN: 978-3-0348-0948-1. MR3445334, Zbl 1336.53002, doi: 10.1007/978-3-
0348-0948-1. 858

[28] Walsh, Mark G. Metrics of positive scalar curvature and generalised Morse func-
tions, part I. Mem. Amer. Math. Soc. 209 (2011), no. 983, xviii+80 pp. ISBN: 978-0-
8218-5304-7. MR2789750, Zbl 1251.53001, arXiv:0811.1245, doi: 10.1090/S0065-9266-10-
00622-8. 855, 857, 864, 865, 866, 868, 871, 872, 874, 875, 876, 903, 922

[29] Walsh, Mark G. Cobordism invariance of the homotopy type of the space of pos-
itive scalar curvature metrics. Proc. Amer. Math. Soc. 141 (2013), no. 7, 2475–2484.
MR3043028, Zbl 1285.57016, arXiv:1109.6878, doi: 10.1090/S0002-9939-2013-11647-3.
857

http://www.ams.org/mathscinet-getitem?mr=0577131
http://www.emis.de/cgi-bin/MATH-item?0463.53025
http://dx.doi.org/10.2307/1971103
http://www.ams.org/mathscinet-getitem?mr=3270591
http://www.emis.de/cgi-bin/MATH-item?1321.58008
http://arXiv.org/abs/1212.0068v3
http://dx.doi.org/10.1007/s10240-014-0062-9
http://www.ams.org/mathscinet-getitem?mr=1867354
http://www.emis.de/cgi-bin/MATH-item?1044.55001
http://www.ams.org/mathscinet-getitem?mr=0448362
http://www.emis.de/cgi-bin/MATH-item?0356.57001
http://dx.doi.org/10.1007/978-1-4684-9449-5
http://www.ams.org/mathscinet-getitem?mr=0358873
http://www.emis.de/cgi-bin/MATH-item?0284.58016
http://dx.doi.org/10.1016/0001-8708(74)90021-8
http://www.ams.org/mathscinet-getitem?mr=3498902
http://www.emis.de/cgi-bin/MATH-item?1348.53043
http://arXiv.org/abs/1303.6531
http://dx.doi.org/10.1007/s00208-015-1265-1
http://dx.doi.org/10.1007/s00208-015-1265-1
http://www.ams.org/mathscinet-getitem?mr=1205446
http://www.emis.de/cgi-bin/MATH-item?0793.53041
http://www.emis.de/cgi-bin/MATH-item?0793.53041
http://dx.doi.org/10.2307/2152742
http://www.ams.org/mathscinet-getitem?mr=2950765
http://www.emis.de/cgi-bin/MATH-item?06093942
http://arXiv.org/abs/0907.2444
http://dx.doi.org/10.4007/annals.2012.176.2.3
http://www.ams.org/mathscinet-getitem?mr=0189028
http://www.emis.de/cgi-bin/MATH-item?0138.18302
http://dx.doi.org/10.1016/0040-9383(66)90002-4
http://www.ams.org/mathscinet-getitem?mr=2243772
http://www.emis.de/cgi-bin/MATH-item?1220.53002
http://dx.doi.org/10.1007/978-0-387-29403-2
http://www.ams.org/mathscinet-getitem?mr=1818778
http://www.emis.de/cgi-bin/MATH-item?0971.57003
http://www.ams.org/mathscinet-getitem?mr=0535700
http://www.emis.de/cgi-bin/MATH-item?0423.53032
http://www.emis.de/cgi-bin/MATH-item?0423.53032
http://dx.doi.org/10.1007/BF01647970
http://www.ams.org/mathscinet-getitem?mr=1189863
http://www.emis.de/cgi-bin/MATH-item?0784.53029
http://dx.doi.org/10.2307/2946598
http://www.ams.org/mathscinet-getitem?mr=3445334
http://www.emis.de/cgi-bin/MATH-item?1336.53002
http://dx.doi.org/10.1007/978-3-0348-0948-1
http://dx.doi.org/10.1007/978-3-0348-0948-1
http://www.ams.org/mathscinet-getitem?mr=2789750
http://www.emis.de/cgi-bin/MATH-item?1251.53001
http://arXiv.org/abs/0811.1245
http://dx.doi.org/10.1090/S0065-9266-10-00622-8
http://dx.doi.org/10.1090/S0065-9266-10-00622-8
http://www.ams.org/mathscinet-getitem?mr=3043028
http://www.emis.de/cgi-bin/MATH-item?1285.57016
http://arXiv.org/abs/1109.6878
http://dx.doi.org/10.1090/S0002-9939-2013-11647-3


930 MARK WALSH

[30] Walsh, Mark G. Metrics of positive scalar curvature and generalised Morse func-
tions, Part II. Trans. Amer. Math. Soc. 366 (2014), no. 1, 1–50. MR3118389, Zbl
1294.53040, arXiv:0910.2114v2, doi: 10.1090/S0002-9947-2013-05715-7. 886, 887, 896

(Mark Walsh) Mathematics and Statistics, Maynooth University, Maynooth,
County Kildare, Ireland
Mark.Walsh@mu.ie

This paper is available via http://nyjm.albany.edu/j/2020/26-39.html.

http://www.ams.org/mathscinet-getitem?mr=3118389
http://www.emis.de/cgi-bin/MATH-item?1294.53040
http://www.emis.de/cgi-bin/MATH-item?1294.53040
http://arXiv.org/abs/0910.2114v2
http://dx.doi.org/10.1090/S0002-9947-2013-05715-7
mailto:Mark.Walsh@mu.ie
http://nyjm.albany.edu/j/2020/26-39.html

	1. Introduction
	2. Preliminary details
	3. Standard metrics on the disk and sphere
	4. Revisiting the theorems of Gromov-Lawson and Chernysh
	5. Variations on the torpedo metric
	6. The Proofs of Theorems A and B
	7. The Proof of Theorem C
	References

