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Partial-isometric crossed products of
dynamical systems by left LCM semigroups
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Abstract. Let P be a left LCM semigroup, and � an action of P by endomor-
phisms of a C∗-algebra A. We study a semigroup crossed product C∗-algebra
in which the action � is implemented by partial isometries. This crossed
product gives a model for the Nica-Teoplitz algebras of product systems of
Hilbert bimodules (associated with semigroup dynamical systems) studied
�rst by Fowler, for which, we provide a structure theorem as it behaves well
under short exact sequences and tensor products.
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1. Introduction
Let P be a unital semigroup whose unit element is denoted by e. Suppose

that (A, P, �) is a dynamical system consisting of a C∗-algebra A, and an action
� ∶ P → End(A) of P by endomorphisms of A such that �e = idA. Note that,
since theC∗-algebraA is not necessarily unital, we need to assume that each en-
domorphism �x is extendible, whichmeans that it extends to a strictly continu-
ous endomorphism �x of themultiplier algebraℳ(A). Recall that an endomor-
phism� ofA is extendible if and only if there exists an approximate identity {a�}
inA and a projectionp ∈ ℳ(A) such that�(a�) converges strictly top inℳ(A).
However, the extendibility of � does not necessarily imply �(1ℳ(A)) = 1ℳ(A).
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There have been huge e�orts on the study of C∗-algebras associated with
semigroups and semigroup dynamical systems. In the line of those e�orts in
this regard, Fowler in [12], for the dynamical system (A, P, �), where P is the
positive cone of a groupG such that (G, P) is quasi-lattice ordered in the sense of
Nica [24], de�ned a covariant representation called the Nica-Toeplitz covariant
representation of the system, such that the endomorphisms�x are implemented
by partial isometries. He then showed that there exists a universal C∗-algebra
Tcov(X) associated with the system generated by a universal Nica-Toeplitz co-
variant representation of the system such that there is a bijection between the
Nica-Toeplitz covariant representations of the system and the nondegenerate
representations of Tcov(X). To be more precise, X is actually the product sys-
tem of Hilbert bimodules associated with the system (A, P, �) introduced by
him, and the algebra Tcov(X) is universal for Toeplitz representations of X sat-
isfying a covariance condition called Nica covariance. He called this universal
algebra the Nica-Toeplitz crossed product (or Nica-Toeplitz algebra) of the sys-
tem (A, P, �) and denoted it by Tcov(A ×� P). When the group G is totally or-
dered and abelian (with the positive cone G+ = P), the Nica covariance condi-
tion holds automatically, and the Toeplitz algebra T(X) is the partial-isometric
crossed product A ×piso� P of the system (A, P, �) introduced and studied by the
authors of [23]. In other word, the semigroup crossed productA×piso� P actually
gives a model for the Teoplitz algebrasT(X) of product systemsX of Hilbert bi-
modules associated with the systems (A, P, �), where P is the positive cone of a
totally ordered abelian group G. Further studies on the structure of the crossed
product A ×piso� P have been done progressively in [3], [4], [5], [20], and [29]
since then.

In the very recent years, mathematicians in [7, 15, 16], following the idea
of Fowler, have extended and studied the notion of the Nica-Toeplitz algebra
of a product system X over more general semigroups P, namely, right LCM
semigroups (see also [11]). These are the semigroups that appear as a natu-
ral generalization of the well-known notion of quasi-latticed ordered groups
introduced �rst by Nica in [24]. Recall that the notation NT(X) is used for
the Nica-Toeplitz algebra of X in [7, 15, 16], which are the works that brought
this question to our attention that whether we could de�ne a partial-isometric
crossed product corresponding to the system (A, P, �), where the semigroup P
goes beyond the positive cones of totally ordered abelian groups. Although,
based on the work of Fowler in [12] (see also the e�ort in [2] in this direc-
tion), we were already aware that the answer to this question must be “yes"
for the positive cones P of quasi-latticed ordered groups (G, P), [7, 15, 16] made
us very enthusiastic to seek even more than that. Hence, the initial investiga-
tions in the present work indicated that the semigroup Pmust be left LCM (see
§2). More precisely, in the dynamical system (A, P, �), we considered the semi-
group P to be left LCM (so, the opposite semigroup Po becomes right LCM).
Then, following [12], we de�ned a covariant representation of the system sat-
isfying a covariance condition called the (right) Nica covariance, in which the
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endomorphisms �x are implemented by partial isometries. We called this rep-
resentation the covariant partial-isometric representation of the system. More
importantly, we showed that every system (A, P, �) admits a nontrivial covari-
ant partial-isometric representation. Next, we proved that the Nica-Toeplitz
algebra NT(X) of the product system X associated with the dynamical sys-
tem (A, P, �) is generated by a covariant partial-isometric representation of the
system which is universal for covariant partial-isometric representations of the
system. We called this universal algebra the partial-isometric crossed product of
the system (A, P, �) and denoted it byA×piso� P (following [23]), which is unique
up to isomorphism. We then studied the behavior of crossed product A ×piso� P
under short exact sequences and tensor products, from which, a structure the-
orem followed. In addition, as an example, when P and Po are both left LCM
semigroups we studied the distinguished system (BP, P, �), where BP is the C∗-
subalgebra of l∞(P) generated by the characteristic functions {1y ∶ y ∈ P},
and the action � on BP is induced by the shift on l∞(P). It was shown that the
algebra BP ×

piso
� P is universal for bicovariant partial-isometric representations

of P, which are the partial-isometric representations of P satisfying both right
and left Nica covariance conditions.

Here, prior to talking about the organization of the present work, we would
like tomention that, by [28], ifP is the positive cone of an abelian lattice-ordered
group G, then the Nica-Toeplitz algebra Tcov(A ×� P) of the system (A, P, �) is
a full corner in a classical crossed product by the group G. Thus, by the present
work, since A ×piso� P ≃ Tcov(A ×� P), the same corner realization holds for
the partial-isometric crossed products of the systems (A, P, �) consisting of the
positive cones P of abelian lattice-ordered groups (see also [29]).

Now, the present work as an extension of the idea in [23] follows the frame-
work of [18] for partial-isometric crossed products. We begin with a prelimi-
nary section containing a summary on LCM semigroups and discrete product
systems of Hilbert bimodules. In section 3 and 4, for the system (A, P, �) with
a left LCM semigroup P, a covariant representation of the system is de�ned
which satis�es a covariance condition called the (right) Nica covariance, where
the endomorphisms �x are implemented by partial isometries. This represen-
tation is called the covariant partial-isometric representation of the system. We
also provide an example which shows that every system admits a nontrivial
covariant partial-isometric representation. Then, we show that there is a C∗-
algebra B associated with the system generated by a covariant partial-isometric
representation of the system which is universal for covariant partial-isometric
representations of the system, in the sense that there is a bijection between the
covariant partial-isometric representations of the system and the nondegener-
ate representations of the C∗-algebra B. This universal algebra B is called the
partial-isometric crossed product of the system (A, P, �) and denoted byA×piso� P,
which is unique up to isomorphism. We also show that this crossed product
behaves well under short exact sequences. In section 5, we show that under
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some certain conditions the crossed product (A ⊗max B) ×piso (P × S) can be
decomposed as the maximal tensor product of the crossed products A ×piso P
and B ×piso S. Also, when P and the opposite semigroup Po are both left LCM
we consider the distinguished system (BP, P, �), where BP is the C∗-subalgebra
of l∞(P) generated by the characteristic functions {1y ∶ y ∈ P}, and the action
� on BP is induced by the shift on l∞(P). Note that each 1y is actually the char-
acteristic function of the right ideal yP = {yx ∶ x ∈ P} in P. We then show
that the crossed prodcut BP ×

piso
� P is universal for bicovariant partial-isometric

representations ofP, which are the partial-isometric representations ofP satisfy-
ing both right and left Nica covariance conditions. In section 6, for the crossed
product (A ⊗max B) ×piso P a composition series

0 ≤ ℐ1 ≤ ℐ2 ≤ (A ⊗max B) ×piso P

of ideals is obtained, for which we identify the subquotients

ℐ1, ℐ2 ∕ ℐ1, and ((A ⊗max B) ×piso P)∕ ℐ2

with familiar terms. Finally in section 7, as an application, we study the partial-
isometric crossed product of the dynamical system considered in [19].

2. Preliminaries
2.1. LCM semigroups. Let P be a discrete semigroup. We assume that P is
unital, which means that there is an element e ∈ P such that xe = ex = x for
all x ∈ P. Recall that P is called right cancellative if xz = yz, then x = y for
every x, y, z ∈ P.

De�nition 2.1. Aunital semigroupP is called left LCM (least commonmultiple)
if it is right cancellative and for every x, y ∈ P, we have either Px ∩ Py = ∅ or
Px ∩ Py = Pz for some z ∈ P.

Let P∗ denote the set of all invertible elements of P, which is obviously not
empty as e ∈ P∗. In fact, P∗ is a group with the action inherited from P. Now,
if Px ∩ Py = Pz, since z = ez ∈ Pz, we have sx = z = ty for some s, t ∈ P. So,
z can be viewed as a least common left multiple of x, y. However, such a least
common left multiple may not be unique. Actually one can see that if z and z̃
are both least common left multiples of x, y, then there is an invertible element
u of P (u ∈ P∗) such that z̃ = uz. Note that right LCM semigroups are de�ned
similarly. A unital semigroup P is called right LCM if it is left cancellative and
for every x, y ∈ P, we have either xP ∩ yP = ∅ or xP ∩ yP = zP for some
z ∈ P. Let Po denote the opposite semigroup endowed with the action ∙ such
that x ∙ y = yx for all x, y ∈ Po. Clearly, P is a left LCM semigroup if and only
if Po is a right LCM semigroup.

LCMsemigroups actually appear as a natural generalization of thewell-known
notion of quasi-latticed ordered groups introduced �rst by Nica in [24]. Let G
be a group and P a unital subsemigroup such that P ∩ P−1 = {e}. There is a



PARTIAL-ISOMETRIC CROSSED PRODUCTS 55

partial order on G de�ned by P such that

x ≤rt y ⟺ yx−1 ∈ P⟺ y ∈ Px ⟺ Py ⊆ Px

for all x, y ∈ G. Moreover, we have

x ≤rt y ⟺ xz ≤rt yz

for all x, y, z ∈ G, which means that this partial order is right-invariant. The
partial order≤rt onG is said to be a right quasi-lattice order if every �nite subset
of G which has an upper bound in P has a least upper bound in P. In this
case, the pair (G, P) is called a right quasi-lattice ordered group. Note that a left-
invariant partial order on G is also de�ned by P such that x ≤lt y i� x−1y ∈ P.
So, a left quasi-lattice ordered group (G, P) can be de�ned similarly. Now, it is
not di�cult to see that if (G, P) is a right quasi-lattice ordered group, then the
semigroup P is a left LCM semigroup. Similarly, if (G, P) is a left quasi-lattice
ordered group, then P is a right LCM semigroup. Note that, however, a LCM
semigroup P is not necessarily embedded in a group G such that (G, P) is a
quasi-lattice ordered group (see more in [21]).

Example 2.2. For any positive integer k, the positive cone ℕk of the abelian
lattice-ordered group ℤk is a left LCM semigroup, such that

ℕk x ∩ ℕk y = ℕk(x ∨ y)

for all x, y ∈ ℕk, where x ∨ y denotes the supremum of x and y given by (x ∨
y)i = max{xi, yi} for 1 ≤ i ≤ k.

Example 2.3. Letℕ× denote the set of positive integers, which is a unital (abelian)
semigroup with the usual multiplication. It is indeed a left LCM semigroup
such that

ℕ× r ∩ ℕ× s = ℕ×(r ∨ s)
for all r, s ∈ ℕ×, where

r ∨ s = the least common multiple of numbers r and s.

In fact, ifℚ×
+ denotes the abelianmultiplicative group of positive rationals, then

it is a lattice-ordered group with

r ≤ s⟺ (sr ) ∈ ℕ× ⟺sr−1 ∈ ℕ×

for all r, s ∈ ℚ×
+. So, ℕ

× is actually the positive cone of ℚ×
+, namely,

ℕ× = {r ∈ ℚ×
+ ∶ r ≥ 1}.

Example 2.4. Assume that n is an integer such that n ≥ 2. Let Fn be the free
group on n generators {a1, a2, ..., an}, andF

+
n the unital subsemigroup ofFn gen-

erated by the nonnegative powers of ai’s. Then, for the right-invariant partial
order≤rt on Fn de�ned by F

+
n , we have x ≤rt y if and only if x is a �nal string on

the right of y, whit which, (Fn, F
+
n ) is a right quasi-lattice ordered group. Thus,

F+n is a left LCM semigroup. The left-invariant partial order ≤lt on Fn is given
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such that x ≤lt y if and only if x is an initial string on the left of y, whit which,
(Fn, F

+
n ) is a left quasi-lattice ordered group. So, in this case, F+n is a right LCM

semigroup.

2.2. Discrete product systems of Hilbert bimodules. A Hilbert bimodule
over a C∗-algebra A is a right Hilbert A-module X together with a homomor-
phism � ∶ A → ℒ(X)which de�nes a left action ofA on X by a ⋅ x = �(a)x for
all a ∈ A and x ∈ X. A Toeplitz representation of X in a C∗-algebra B is a pair
( , �) consisting of a linear map  ∶ X → B and a homomorphism � ∶ A → B
such that

 (x ⋅ a) =  (x)�(a),  (x)∗ (y) = �(⟨x, y⟩A), and  (a ⋅ x) = �(a) (x)

for all a ∈ A and x, y ∈ X. Then, there is a homomorphism (Pimsner homo-
morphism) � ∶ K(X) → B such that

�(Θx,y) =  (x) (y)∗ for all x, y ∈ X. (2.1)

TheToeplitz algebra ofX is theC∗-algebraT(X)which is universal for Toeplitz
representations of X (see [26, 13]).

Recall that every right HilbertA-moduleX is essential, whichmeans that we
have

X = span{x ⋅ a ∶ x ∈ X, a ∈ A}.
Moreover, a Hilbert bimodule X over a C∗-algebra A is called essential if

X = span{a ⋅ x ∶ a ∈ A, x ∈ X} = span{�(a)x ∶ a ∈ A, x ∈ X},

which means that X is also essential as a left A-module.
Now, letA be aC∗-algebra and S a unital (countable) discrete semigroup. We

recall from [12] that the disjoint union X =
⨆

s∈S Xs of Hilbert bimodules Xs
over A is called a discrete product system over S if there is a multiplication

(x, y) ∈ Xs × Xt ↦ xy ∈ Xst (2.2)

on X, with which, X is a semigroup, and the map (2.2) extends to an isomor-
phism of the Hilbert bimodules Xs ⊗A Xt and Xxt for all s, t ∈ S with s, t ≠ e.
The bimodule Xe is AAA, and the multiplications Xe ×Xs ↦ Xs and Xs ×Xe ↦
Xs are just given by the module actions of A on Xs. Note that also we write
�s ∶ A → ℒ(Xs) for the homomorphism which de�nes the left action of A on
Xs.

Note that, for every s, t ∈ S with s ≠ e, there is a homomorphism �sts ∶
ℒ(Xs) → ℒ(Xst) characterized by

�sts (T)(xy) = (Tx)y

for all x ∈ Xs, y ∈ Xt and T ∈ ℒ(Xs). In fact, �sts (T) = T ⊗ idXt .
A Toeplitz representation of the product system X in a C∗-algebra B is a map

 ∶ X → B such that
(1)  s(x) t(y) =  st(xy) for all s, t ∈ S, x ∈ Xs, and y ∈ Xt; and
(2) the pair ( s,  e) is a Toeplitz representation of Xs in B for all s ∈ S,
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where  s denotes the restriction of  to Xs. For every s ∈ S, let  (s) ∶ K(Xs) →
B be the Pimsner homomorphism corresponding to the pair ( s,  e) de�ned by

 (s)(Θx,y) =  s(x) s(y)∗

for all x, y ∈ Xs (see (2.1)).
By [12, Proposition 2.8], for every product system X over S, there is a C∗-

algebraT(X), called the Toeplitz algebra ofX, which is generated by a universal
Toeplitz representation iX ∶ X → T(X) of X. The pair (T(X), iX) is unique up
to isomorphism, and iX is isometric.

Next, we recall that for any quasi-lattice ordered group (G, S), the notions
of compactly aligned product system over S and Nica covariant Toeplitz repre-
sentation of it were introduced �rst by Fowler in [12]. Then, authors in [7] ex-
tended these notions to product systems over right LCM semigroups. Suppose
that S is a unital right LCM semigroup. A product system X over S of Hilbert
bimodules is called compactly aligned if for all r, t ∈ S such that rS ∩ tS = sS
for some s ∈ S we have

�sr(R)�st (T) ∈ K(Xs)

for all R ∈ K(Xr) and T ∈ K(Xt). LetX be a compactly aligned product system
over a right LCM semigroup S, and  ∶ X → B a Toeplitz representation of X
in a C∗-algebra B. Then,  is called Nica covariant if

 (r)(R) (t)(T) = {
 (s)

(
�sr(R)�st (T)

)
if rS ∩ tS = sS,

0 if rS ∩ tS = ∅
(2.3)

for all r, t ∈ S, R ∈ K(Xr) and T ∈ K(Xt).
For a compactly aligned product systemX over a right LCM semigroup S, the

Nica-Toeplitz algebra NT(X) is the C∗-algebra generated by a Nica covariant
Toeplitz representation iX ∶ X → NT(X) which is universal for Nica covari-
ant Toeplitz representations of X, which means that, for every Nica covariant
Toeplitz representation of  of X, there is a representation  ∗ ofNT(X) such
that  ∗◦iX =  (see [12, 7]).

3. Nica partial-isometric representations
Let P be a left LCM semigroup. A partial-isometric representation of P on a

Hilbert spaceH is a map V ∶ P → B(H) such that each Vx ∶= V(x) is a partial
isometry, and the map V is a unital semigroup homomorphism of P into the
multiplicative semigroup B(H). Moreover, if the representation V satis�es the
equation

V∗
xVxV∗

yVy = {
V∗
zVz if Px ∩ Py = Pz,

0 if Px ∩ Py = ∅,
(3.1)

then it is called a Nica partial-isometric representation of P onH. The equation
(3.1) is called the Nica covariance condition. Of course, since the least common
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left multiple zmay not be unique, wemust check that whether the Nica covari-
ance condition is well-de�ned. So, assume that Pz = Px ∩ Py = Pz̃. If follows
that

V∗
xVxV∗

yVy = V∗
zVz

and
V∗
xVxV∗

yVy = V∗
z̃Vz̃.

Now, since z̃ = uz for some invertible element u of P, we have

V∗
z̃Vz̃ = V∗

uzVuz = (VuVz)∗VuVz = V∗
zV∗

uVuVz.

But it is not di�cult to see that Vu is actually a unitary, and therefore,

V∗
z̃Vz̃ = V∗

zVz.

This implies that the equation (3.1) is indeed well-de�ned.
The following example shows that given a left LCM semigroup P, a Nica

partial-isometric representation of P exists.

Example 3.1. Suppose that P is a left LCM semigroup and H a Hilbert space.
De�ne a map S ∶ P → B(l2(P) ⊗ H) by

(Syf)(x) = {
f(r) if x = ry for some r ∈ P,
0 otherwise.

for every f ∈ l2(P) ⊗ H. Note that x = ry for some r ∈ P is equivalent to
saying that x ∈ Py. Moreover, if sy = x = ry for some r, s ∈ P, then s = r by
the right cancellativity of P, and hence f(r) = f(s). This implies that each Sy is
well-de�ned. One can see that each Sy is a linear operator. We claim that each
Sy is actually an isometry, and in particular, Se = 1. We have

‖Syf‖2 =
∑

x∈P
‖(Syf)(x)‖2 =

∑

r∈P
‖(Syf)(ry)‖2 =

∑

r∈P
‖f(r)‖2 = ‖f‖2,

which implies that each Sy is an isometry. In particular,

(Sef)(x) = (Sef)(xe) = f(x),

which shows that Se = 1. In addition, a simple calculation shows that

SxSy = Syx = Sx∙y for all x, y ∈ P. (3.2)

Next, we want to show that the adjoint of each Sy is given by

(Wyf)(x) = f(xy)

for all f ∈ l2(P) ⊗ H. For every f, g ∈ l2(P) ⊗ H, we have

⟨Syf|g⟩ =
∑

x∈P
⟨(Syf)(x)|g(x)⟩

=
∑

r∈P
⟨(Syf)(ry)|g(ry)⟩

=
∑

r∈P
⟨f(r)|g(ry)⟩ =

∑

r∈P
⟨f(r)|(Wyg)(r)⟩ = ⟨f|Wyg⟩.
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So, S∗y = Wy for every y ∈ P. Also, for every x, y ∈ P, by applying (3.2), we get

WxWy = S∗xS∗y = [SySx]∗ = S∗xy = Wxy.

Therefore, since eachWx is obviously a partial-isometry, it follows that themap
W ∶ P → B(l2(P) ⊗ H) de�ned by (Wyf)(x) = f(xy) is a partial-isometric
representation of P on l2(P)⊗H. We claim that the representationW satis�es
the Nica covariance condition (3.1). Firstly,

W∗
xWxW∗

yWy = SxS∗xSyS∗y . (3.3)

Then, for every f ∈ l2(P) ⊗ H, we have

(S∗xSyf)(r) = (S∗x(Syf))(r) = (Syf)(rx) for all r ∈ P. (3.4)

Now, if Px ∩ Py = ∅, since rx ∈ Px, it follows that rx ∉ Py, and therefore,

(Syf)(rx) = 0.

Thus, (S∗xSyf)(r) = 0, which implies that the equation (3.3) must be equal to
zero when Px ∩ Py = ∅. Suppose the otherwise, namely, Px ∩ Py = Pz. Note
that �rst, if {"s ∶ s ∈ P} is the usual orthonormal basis of l2(P), then each SyS∗y
is a projection onto the closed subspace l2(Py) ⊗ H of l2(P) ⊗ H spanned by
the elements

{"sy ⊗ ℎ ∶ s ∈ P, ℎ ∈ H},
which is indeed equal to the ker(1 − SyS∗y). So, for every f ∈ l2(P) ⊗ H,

(
SxS∗x(SyS∗yf)

)
(r) = {

(SyS∗yf)(r) if r ∈ Px,
0 otherwise.

Moreover, for (SyS∗yf)(r), where r ∈ Px, we have

(SyS∗yf)(r) = {
f(r) if r ∈ Py,
0 otherwise.

It thus follows that
(
SxS∗x(SyS∗yf)

)
(r) = {

f(r) if r ∈ (Px ∩ Py) = Pz,
0 otherwise,

which equals (SzS∗zf)(r). Therefore, we have
SxS∗xSyS∗y = SzS∗z ,

from which, for the equation (3.3), we get

W∗
xWxW∗

yWy = SzS∗z = W∗
zWz.

Consequently,W is indeed a Nica partial-isometric representation.

Remark 3.2. If P is the positive cone of a totally ordered group G, then every
partial-isometric representation V of P automatically satis�es the Nica covari-
ance condition (3.1), such that

V∗
xVxV∗

yVy = V∗
max{x,y}Vmax{x,y} for all x, y ∈ P.
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Lemma 3.3. Consider the right quasi-lattice ordered group (Fn, F
+
n ) (see Exam-

ple 2.4). A partial-isometric representation V of F+n satis�es the Nica covariance
condition (3.1) if and only if the initial projections V∗

aiVai and V
∗
ajVaj have or-

thogonal ranges, where 1 ≤ i, j ≤ n such that i ≠ j.

Proof. Suppose that V is a partial-isometric representation of F+n on a Hilbert
spaceH. If it satis�es theNica covariance condition (3.1), then one can see that,
for every 1 ≤ i, j ≤ n with i ≠ j, we have

V∗
aiVaiV

∗
ajVaj = 0

as F+n ai∩F
+
n aj = ∅. So, it follows that the initial projectionsV∗

aiVai andV
∗
ajVaj

have orthogonal ranges for every 1 ≤ i, j ≤ n with i ≠ j.
Conversely, suppose that for every 1 ≤ i, j ≤ n with i ≠ j, the initial projec-

tions V∗
aiVai and V

∗
ajVaj have orthogonal ranges. Therefore, we have

V∗
aiVaiV

∗
ajVaj = 0 (3.5)

for every 1 ≤ i, j ≤ n with i ≠ j. Now, for every x, y ∈ F+n , if F
+
n x ∩ F

+
n y ≠ ∅,

then x is a �nal string on the right of y or y is a �nal string on the right of x.
Suppose that x is a �nal string on the right of y, from which, it follows that
F+n x ∩ F

+
n y = F+n y, and y = (yx−1)x, where yx−1 ∈ F+n . Therefore, we have

V∗
xVxV∗

yVy = V∗
xVx(Vyx−1x)∗Vy

= V∗
xVx(Vyx−1Vx)∗Vy

= V∗
xVxV∗

xV∗
yx−1Vy

= V∗
xV∗

yx−1Vy
= (Vyx−1Vx)∗Vy = (Vyx−1x)∗Vy = V∗

yVy.

If y is the �nal string on the right of x, a similar computation shows that
V∗
xVxV∗

yVy = V∗
xVx as F

+
n x∩F

+
n y = F+n x. If F

+
n x∩F

+
n y = ∅, then x ≠ y. Note

that we can consider x and y as two strings of letters ai’s with equal lengths by
adding, for example, a �nite number of (a1)0 to the left of the shorter string.
Therefore, since x ≠ y, we can write

x = saiz and y = tajz,

where s, t, z ∈ F+n , and i ≠ j. It follows that

V∗
xVxV∗

yVy = V∗
xVsaiz(Vtajz)

∗Vy
= V∗

xVsVaiVz(VtVajVz)
∗Vy

= V∗
xVs(Vai )VzV

∗
z (V∗

aj )V
∗
t Vy

= V∗
xVs(VaiV

∗
aiVai )VzV

∗
z (V∗

ajVajV
∗
aj )V

∗
t Vy

= V∗
xVsVai (V

∗
aiVai )(VzV

∗
z )(V∗

ajVaj )V
∗
ajV

∗
t Vy.

Now, in the bottom line, since the product VaiVz of the partial-isometries Vai
and Vz is a partial-isometry, namely, Vaiz, by [14, Lemma 2], V∗

aiVai commutes
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with VzV∗
z . So, we get

V∗
xVxV∗

yVy = V∗
xVsVai (VzV

∗
z )(V∗

aiVaiV
∗
ajVaj )V

∗
ajV

∗
t Vy

= V∗
xVsVai (VzV

∗
z )(0)V∗

ajV
∗
t Vy = 0 (by (3.5)).

Thus, the representation V satis�es the Nica covariance condition (3.1). �

4. Partial-isometric crossed products
4.1. Covariantpartial-isometric representations. LetP be a left LCMsemi-
group, and (A, P, �) a dynamical system consisting of a C∗-algebra A, and an
action � ∶ P → End(A) of P by extendible endomorphisms of A such that
�e = idA.

De�nition 4.1. A covariant partial-isometric representation of (A, P, �) on a
Hilbert space H is a pair (�, V) consisting of a nondegenerate representation
� ∶ A → B(H) and a Nica partial-isometric representation V ∶ P → B(H) of P
such that

�(�x(a)) = Vx�(a)V∗
x and V∗

xVx�(a) = �(a)V∗
xVx (4.1)

for all a ∈ A and x ∈ P.

Lemma 4.2. Every covariant partial-isometric pair (�, V) extends to a covari-
ant partial-isometric representation (�, V) of the system (M(A), P, �), and (4.1)
is equivalent to

�(�x(a))Vx = Vx�(a) and VxV∗
x = �(�x(1)) (4.2)

for all a ∈ A and x ∈ P.

Proof. We skip the proof as it follows by similar discussions to the �rst part of
[23, §4]. �

The following example shows that every dynamical system (A, P, �) admits
a nontrivial (nonzero) covariant partial-isometric representation.

Example 4.3. Suppose that (A, P, �) is a dynamical system, and �0 ∶ A → B(H)
a nondegenerate representation of A on a Hilbert space H. De�ne a map � ∶
A → B(l2(P) ⊗ H) by

(�(a)f)(x) = �0(�x(a))f(x)

for all a ∈ A and f ∈ l2(P) ⊗ H ≃ l2(P,H). One can see that � is a represen-
tation ofA on the Hilbert space l2(P)⊗H. Let q ∶ l2(P)⊗H → l2(P)⊗H be
a map de�ned by

(qf)(x) = �0(�x(1))f(x)
for all f ∈ l2(P) ⊗ H. It is not di�cult to see that q ∈ B(l2(P) ⊗ H), which
is actually a projection onto a closed subspace ℋ of l2(P) ⊗ H. We claim
that if {ai} is any approximate unit in A, then �(ai) converges strictly to q in
ℳ

(
K(l2(P) ⊗ H)

)
= B(l2(P) ⊗ H). To prove our claim, since the net {�(ai)}

is a norm bounded subset of B(l2(P) ⊗ H), and �(ai)∗ = �(ai) for each i as
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well as q∗ = q, by [27, Proposition C.7], we only need to show that �(ai) → q
strongly in B(l2(P) ⊗ H). If {"x ∶ x ∈ P} is the usual orthonormal basis of
l2(P), then it is enough to see that

�(ai)("x ⊗�0(a)ℎ) → q("x ⊗�0(a)ℎ)

for each spanning element ("x⊗�0(a)ℎ) of l2(P)⊗H (recall that �0 is nonde-
generate). We have

�(ai)("x ⊗�0(a)ℎ) = "x ⊗�0(�x(ai))�0(a)ℎ = "x ⊗�0(�x(ai)a)ℎ,

which is convergent to

"x ⊗�0(�x(1)a)ℎ = "x ⊗�0(�x(1))�0(a)ℎ = q("x ⊗�0(a)ℎ)

in l2(P) ⊗ H. This is due to the extendibility of each �x. Therefore, �(ai) → q
strictly in B(l2(P) ⊗ H).

Next, letW ∶ P → B(l2(P)⊗H) be the Nica partial-isometric representation
introduced inExample 3.1. We aimat constructing a covariant partial-isometric
representation (�, V) of (A, P, �) on the Hilbert space (closed subspace)ℋ by
using the pair (�,W). Note that, in general, � is not nondegenerate on l2(P)⊗
H, unless �x(1) = 1 for every x ∈ P. So, for our purpose, we �rst show that

Wx�(a) = �(�x(a))Wx and W∗
xWx�(a) = �(a)W∗

xWx (4.3)

for all a ∈ A and x ∈ P. For every f ∈ l2(P) ⊗ H, we have

(Wx�(a)f)(r) = (Wx(�(a)f))(r)
= (�(a)f)(rx)
= �0(�rx(a))f(rx)
= �0(�r(�x(a)))(Wxf)(r)
= (�(�x(a))Wxf)(r)

for all r ∈ P. So,Wx�(a) = �(�x(a))Wx is valid, fromwhich, we get�(a)W∗
x =

W∗
x�(�x(a)). One can apply these two equations to see that W∗

xWx�(a) =
�(a)W∗

xWx is also valid. Also, sinceWxW∗
x = S∗xSx = 1 (see Example 3.1), each

Wx is a coisometry, andhence, by applying the equationWx�(a) = �(�x(a))Wx,
we have

Wx�(a)W∗
x = �(�x(a))WxW∗

x = �(�x(a)). (4.4)

Nowwe claim that the pair (�, V) = (q�q, qWq) is a covariant partial-isometric
representation of of (A, P, �) onℋ. More precisely, consider the maps

� ∶ A → qB(l2(P) ⊗ H)q ≃ B(ℋ)

and
V ∶ P → qB(l2(P) ⊗ H)q ≃ B(ℋ)

de�ned by
�(a) = q�(a)q = �(a) and Vx = qWxq
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for all a ∈ A and x ∈ P, respectively. Since for any approximate unit {ai} in
A, �(ai) = �(ai) → q strongly in B(ℋ), where q = 1B(ℋ), it follows that the
representation � is nondegenerate. Moreover, by applying (4.4), we have

Vx�(a)V∗
x = qWxq�(a)qW∗

xq = qWx�(a)W∗
xq = q�(�x(a))q = �(�x(a)).

Also, by applying the �rst equation of (4.3) and �(a)W∗
x = W∗

x�(�x(a)) along
with the fact that �(a) = q�(a)q = q�(a) = �(a)q = �(a), we get

V∗
xVx�(a) = qW∗

xqWxq�(a)q
= qW∗

xqWx�(a)q
= qW∗

xq�(�x(a))Wxq
= qW∗

x�(�x(a))qWxq
= q�(a)W∗

xqWxq
= q�(a)qW∗

xqWxq = �(a)V∗
xVx.

Thus, it is only left to show that the map V is a Nica partial-isometric represen-
tation. To see that each Vx is a partial-isometry, note that, for any approximate
unit {ai} in A,

qWx�(ai)W∗
xqWxq

converges strongly to

qWxqW∗
xqWxq = VxV∗

xVx
in B(l2(P) ⊗ H). On the other hand, by applying the covariance equations of
the pair (�,W), we have

q[Wx�(ai)W∗
x]qWxq = q�(�x(ai))qWxq

= q�(�x(ai))Wxq = qWx�(ai)q,

which converges strongly to qWxq = Vx. So, we must have VxV∗
xVx = Vx,

which means that each Vx is a partial-isometry. To see VxVy = Vxy for every
x, y ∈ P, we �rst need to compute Vxf for any f ∈ ℋ. So, knowing that
qf = f, we have

[Vxf](r) = [qWxf](r) = [q(Wxf)](r)
= �0(�r(1))(Wxf)(r)
= �0(�r(1))f(rx)
= �0(�r(1))(qf)(rx)
= �0(�r(1))�0(�rx(1))f(rx)
= �0(�r(1)�rx(1))f(rx)
= �0(�rx(1))f(rx)
= (qf)(rx) = f(rx)

for all r ∈ P. Thus, by applying the above computation, we get

[VxVyf](r) = [Vx(Vyf)](r)
= (Vyf)(rx)
= f((rx)y)
= f(r(xy)) = [Vxyf](r).
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So, it follows thatVxVy = Vxy for all x, y ∈ P. Finally, we show that the partial-
isometric representation V satis�es the Nica covariance condition (3.1). Let us
�rst mention that the Hilbert spaceℋ is spanned by the elements

{"r ⊗�0(�r(1))ℎ ∶ r ∈ P, ℎ ∈ H}
as a closed subspace of l2(P) ⊗ H. Then, for every y ∈ P and f ∈ ℋ, we have

(V∗
yf)(r) = (qW∗

yf)(r) = (q(Syf))(r) = �0(�r(1))(Syf)(r).
Now, if r = sy for some s ∈ P, which means that r ∈ Py, we get

(V∗
yf)(r) = �0(�sy(1))(Syf)(sy) = �0(�sy(1))f(s).

Otherwise, (V∗
yf)(r) = 0. It therefore follows that, if r = sy for some s ∈ P,

then
[V∗

yVyf](r) = [V∗
y (Vyf)](r)

= �0(�sy(1))(Vyf)(s)
= �0(�sy(1))f(sy)
= (qf)(sy) = f(sy) = f(r).

Otherwise, [V∗
yVyf](r) = 0. This implies that eachV∗

yVy is the projection ofℋ
onto the closed subspace

ℋy ∶= {f ∈ ℋ ∶ f(r) = 0 if r ∉ Py} = ker(1 − V∗
yVy)

ofℋ, which is actually spanned by the elements
{"sy ⊗�0(�sy(1))ℎ ∶ s ∈ P, ℎ ∈ H}.

Now, if Px ∩ Py = ∅, then for every f ∈ ℋ,
[VxV∗

yf](r) = [Vx(V∗
yf)](r)

= (V∗
yf)(rx) = 0.

This is due to the fact that, since rx ∈ Px, rx ∉ Py. So, it follows thatVxV∗
y = 0,

and hence,
V∗
xVxV∗

yVy = 0.
If Px ∩ Py = Pz, for every f ∈ ℋ,

(
V∗
xVx(V∗

yVyf)
)
(r) = {

(V∗
yVyf)(r) if r ∈ Px,

0 otherwise.

Moreover, for (V∗
yVyf)(r), where r ∈ Px, we have

(V∗
yVyf)(r) = {

f(r) if r ∈ Py,
0 otherwise.

So, it follows that
(
V∗
xVx(V∗

yVyf)
)
(r) = {

f(r) if r ∈ (Px ∩ Py) = Pz,
0 otherwise,

which is equal to (V∗
zVzf)(r). Therefore,

V∗
xVxV∗

yVy = V∗
zVz.



PARTIAL-ISOMETRIC CROSSED PRODUCTS 65

Consequently, the pair (�, V) is a (nontrivial) covariant partial-isometric repre-
sentation of (A, P, �) onℋ.

Note that, if�0 is faithful, then it is not di�cult to see that � becomes faithful.
Hence, every system (A, P, �) has a (nontrivial) covariant pair (�, V) with �
faithful.

4.2. Crossed products and Nica-Teoplitz algebras of Hilbert bimodules.
Let P be a left LCM semigroup, and (A, P, �) a dynamical system consisting of
a C∗-algebra A, and an action � ∶ P → End(A) of P by extendible endomor-
phisms of A such that �e = idA.

De�nition 4.4. A partial-isometric crossed product of (A, P, �) is a triple (B, iA, iP)
consisting of a C∗-algebra B, a nondegenerate injective homomorphism iA ∶
A → B, and a Nica partial-isometric representation iP ∶ P → ℳ(B) such that:

(i) the pair (iA, iP) is a covariant partial-isometric representation of (A, P, �)
in B;

(ii) for every covariant partial-isometric representation (�, V) of (A, P, �)
on a Hilbert space H, there exists a nondegenerate representation � ×
V ∶ B → B(H) such that (� × V)◦iA = � and (� × V)◦iP = V; and

(iii) the C∗-algebra B is generated by {iA(a)iP(x) ∶ a ∈ A, x ∈ P}.
We call the algebra B the partial-isometric crossed product of the system

(A, P, �) and denote it by A ×piso� P.

Remark 4.5. Note that in the de�nition above, for part (iii), we actually have

B = span{iP(x)∗iA(a)iP(y) ∶ x, y ∈ P, a ∈ A}. (4.5)

To see this, we only need to show that the right hand side of (4.5) is closed under
multiplication. To do so, we apply the Nica covariance condition to calculate
each product

[iP(x)∗iA(a)iP(y)][iP(s)∗iA(b)iP(t)]. (4.6)

We have
[iP(x)∗iA(a)iP(y)][iP(s)∗iA(b)iP(t)]
= iP(x)∗iA(a)iP(y)[iP(y)∗iP(y)iP(s)∗iP(s)]iP(s)∗iA(b)iP(t),

which is zero if Py ∩ Ps = ∅. But if Py ∩ Ps = Pz for some z ∈ P, then
ry = z = qs for some r, q ∈ P, and therefore by the covariance of the pair
(iA, iP), we get

[iP(x)∗iA(a)iP(y)][iP(s)∗iA(b)iP(t)]
= iP(x)∗iA(a)iP(y)iP(z)∗iP(z)iP(s)∗iA(b)iP(t)
= iP(x)∗iA(a)iP(y)iP(ry)∗iP(qs)iP(s)∗iA(b)iP(t)
= iP(x)∗iA(a)[iP(y)iP(y)∗]iP(r)∗iP(q)[iP(s)iP(s)∗]iA(b)iP(t)
= iP(x)∗iA(a)iA(�y(1))iP(r)∗iP(q)iA(�s(1))iA(b)iP(t)
= iP(x)∗iA(a�y(1))iP(r)∗iP(q)iA(�s(1)b)iP(t)
= iP(x)∗iP(r)∗iA(�r(c))iA(�q(d))iP(q)iP(t)
= iP(rx)∗iA(�r(c)�q(d))iP(qt),
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which is in the right hand side of (4.5), where c = a�y(1) and d = �s(1)b. Thus,
(4.5) is indeed true.

Next, we want to show that the partial-isometric crossed product of the sys-
tem (A, P, �) always exists, and it is unique up to isomorphism. Firstly, since P
is a left LCM semigroup, the opposite semigroup Po is a right LCM semigroup.
Therefore, one can easily see that (A, Po, �) is a dynamical system in the sense
of [15, De�nition 3.1]. Then, following [12, §3] (see also [15, §3]), for every
s ∈ P, let

Xs ∶= {s} × �s(1)A,
where �s(1)A = �s(A)A = span{�s(a)b ∶ a, b ∈ A} as each endomorphism �s
is extendible. Now, each Xs is given the structure of a Hilbert bimodule over A
via

(s, x) ⋅ a ∶= (s, xa), ⟨(s, x), (s, y)⟩A ∶= x∗y,
and

a ⋅ (s, x) ∶= (s, �s(a)x).
Let X =

⨆
s∈P Xs, which is equipped with a multiplication

Xs × Xt → Xs∙t; ((s, x), (t, y)) ↦ (s, x)(t, y)

de�ned by
(s, x)(t, y) ∶= (ts, �t(x)y) = (s ∙ t, �t(x)y)

for every x ∈ �s(1)A and y ∈ �t(1)A. By [12, Lemma 3.2], X is a product
system over the opposite semigroup Po of essential Hilbert bimodules, and the
left action of A on each �ber Xs is by compact operators. So, X is compactly
aligned by [12, Proposition 5.8]. Let (N T(X), iX) be the Nica-Toeplitz algebra
corresponding to X (see [12], [7, §6], and [15]), which is generated by the uni-
versal Nica covariant Toeplitz representation iX ∶ X → NT(X). We show that
this algebra is the partial-isometric crossed product of the system (A, P, �). But
we �rst need to recall that, for any approximate unit {ai} in A, by a similar dis-
cussion to [12, Lemma 3.3], one can see that iX(s, �s(ai)) converges strictly in
the multiplier algebraℳ(NT(X)) for every s ∈ P. Now, we have:

Proposition 4.6. Suppose that P is a left LCM semigroup, and (A, P, �) a dy-
namical system. Let {ai} be any approximate unit in A. De�ne the maps

iA ∶ A → NT(X) and iP ∶ P → ℳ(NT(X))

by

iA(a) ∶= iX(e, a) and iP(s) ∶= lim
i
iX(s, �s(ai))∗ (strictly convergence)

for all a ∈ A and s ∈ P. Then the triple (N T(X), iA, iP) is a partial-isometric
crossed product for (A, P, �), which is unique up to isomorphism.

Proof. For any approximate unit {ai} in A,

iA(ai) = iX(e, ai) = iX(e, �e(ai))
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converges strictly to 1 in the multiplier algebraℳ(NT(X)). One can see this
again by [12, Lemma 3.3] similarly when s = e. It follows that iA is a nondegen-
erate homomorphism. By a similar discussion to the �rst part of the proof of
[12, Proposition 3.4], we can see that the map iP is a partial-isometric represen-
tation such that together with the (nondegenerate) homomorphism iA satisfy
the covariance equations

iA(�s(a)) = iP(s)iA(a)iP(s)∗ and iA(a)iP(s)∗iP(s) = iP(s)∗iP(s)iA(a)

for all a ∈ A and s ∈ P. So, we only need to show that the representation iP
satis�es the Nica covariance condition. By the same calculation as (3.7) in the
proof of [12, Proposition 3.4], we have

iA(ab∗)iP(s)∗iP(s) = iX(s, �s(a))iX(s, �s(b))∗ (4.7)

for all a, b ∈ A and s ∈ P, and since

iX(s, �s(a))iX(s, �s(b))∗ = i(s)X (Θ(s,�s(a)),(s,�s(b))),

it follows that

iA(ab∗)iP(s)∗iP(s) = i(s)X (Θ(s,�s(a)),(s,�s(b))). (4.8)

Therefore,
iA(ab∗)iP(s)∗iP(s)iA(cd∗)iP(t)∗iP(t)
= i(s)X (Θ(s,�s(a)),(s,�s(b)))i

(t)
X (Θ(t,�t(c)),(t,�t(d))),

and since
iA(ab∗)iP(s)∗iP(s)iA(cd∗)iP(t)∗iP(t)
= iA(ab∗)iA(cd∗)iP(s)∗iP(s)iP(t)∗iP(t)
= iA(ab∗(cd∗))iP(s)∗iP(s)iP(t)∗iP(t),

it follows that

iA(ab∗(cd∗))iP(s)∗iP(s)iP(t)∗iP(t) (4.9)

= i(s)X (Θ(s,�s(a)),(s,�s(b)))i
(t)
X (Θ(t,�t(c)),(t,�t(d))).

Now, if Ps ∩ Pt = Pr for some r ∈ P, which is equivalent to saying that

s ∙ Po ∩ t ∙ Po = r ∙ Po,

since iX is Nica covariant, we have

iA(ab∗(cd∗))iP(s)∗iP(s)iP(t)∗iP(t) (4.10)

= i(r)X (�rs
(
Θ(s,�s(a)),(s,�s(b))

)
�rt
(
Θ(t,�t(c)),(t,�t(d))

)
).

Next, we want to calculate the product

�rs
(
Θ(s,�s(a)),(s,�s(b))

)
�rt
(
Θ(t,�t(c)),(t,�t(d))

)

of compact operators inK(Xr) to show that it is equal to

Θ(r,�r(ab∗)),(r,�r(dc∗)).
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Since s ∙ p = r = t ∙ q for some p, q ∈ P, and Xt ⊗A Xq ≃ Xt∙q, it is enough
to see this on the spanning elements (t, �t(1)f)(q, �q(1)g) of Xt∙q = Xr, where
f, g ∈ A. First, (t, �t(1)f)(q, �q(1)g) by �rt (Θ(t,�t(c)),(t,�t(d))) is mapped to

�t∙qt
(
Θ(t,�t(c)),(t,�t(d))

)(
(t, �t(1)f)(q, �q(1)g)

)

=
(
Θ(t,�t(c)),(t,�t(d))(t, �t(1)f)

)
(q, �q(1)g)

=
(
(t, �t(c)) ⋅

⟨
(t, �t(d)), (t, �t(1)f)

⟩
A

)
(q, �q(1)g)

=
(
(t, �t(c)) ⋅ (�t(d∗)�t(1)f)

)
(q, �q(1)g)

=
(
(t, �t(c)) ⋅ (�t(d∗)f)

)
(q, �q(1)g)

=
(
(t, �t(c)�t(d∗)f)

)
(q, �q(1)g)

= (t, �t(cd∗)f)(q, �q(1)g)
= (qt, �q(�t(cd∗)f)�q(1)g)
= (qt, �q(�t(cd∗)f)g)
= (qt, �qt(cd∗)�q(f)g)
= (t ∙ q, �t∙q(cd∗)�q(f)g)
= (r, �r(cd∗)�q(f)g)
= (s ∙ p, �s∙p(cd∗)�q(f)g)
= (ps, �ps(cd∗)�q(f)g) = (s, �s(cd∗))(p, �p(1)�q(f)g).

We then let �rs (Θ(s,�s(a)),(s,�s(b))) act on (s, �s(cd
∗))(p, �p(1)�q(f)g), and hence,

�s∙ps
(
Θ(s,�s(a)),(s,�s(b))

)(
(s, �s(cd∗))(p, �p(1)�q(f)g)

)

=
(
Θ(s,�s(a)),(s,�s(b))(s, �s(cd

∗))
)
(p, �p(1)�q(f)g)

=
(
(s, �s(a)) ⋅

⟨
(s, �s(b)), (s, �s(cd∗))

⟩
A

)
(p, �p(1)�q(f)g)

=
(
(s, �s(a)) ⋅ [�s(b∗)�s(cd∗)]

)
(p, �p(1)�q(f)g)

=
(
(s, �s(a)) ⋅ [�s(b∗cd∗)]

)
(p, �p(1)�q(f)g)

= (s, �s(a)�s(b∗cd∗))(p, �p(1)�q(f)g)
= (s, �s(ab∗cd∗))(p, �p(1)�q(f)g)
= (ps, �p(�s(ab∗cd∗))�p(1)�q(f)g)
= (ps, �p(�s(ab∗cd∗))�q(f)g)
= (ps, �ps(ab∗cd∗)�q(f)g)
= (s ∙ p, �s∙p(ab∗cd∗)�q(f)g) = (r, �r(ab∗cd∗)�q(f)g).

Thus, it follows that

�rs
(
Θ(s,�s(a)),(s,�s(b))

)
�rt
(
Θ(t,�t(c)),(t,�t(d))

)(
(t, �t(1)f)(q, �q(1)g)

)

= (r, �r(ab∗cd∗)�q(f)g). (4.11)

On the other hand, since

(t, �t(1)f)(q, �q(1)g) = (qt, �q(�t(1)f)�q(1)g)
= (qt, �q(�t(1)f)g)
= (qt, �q(�t(1))�q(f)g)
= (qt, �qt(1)�q(f)g)
= (r, �r(1)�q(f)g),
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we have
Θ(r,�r(ab∗)),(r,�r(dc∗))

(
(t, �t(1)f)(q, �q(1)g)

)

= Θ(r,�r(ab∗)),(r,�r(dc∗))(r, �r(1)�q(f)g)
= (r, �r(ab∗)) ⋅

⟨
(r, �r(dc∗)), (r, �r(1)�q(f)g)

⟩
A

= (r, �r(ab∗)) ⋅ [�r(dc∗)∗�r(1)�q(f)g]
= (r, �r(ab∗)) ⋅ [�r(cd∗)�r(1)�q(f)g]
= (r, �r(ab∗)) ⋅ [�r(cd∗)�q(f)g]
= (r, �r(ab∗)�r(cd∗)�q(f)g)
= (r, �r(ab∗cd∗)�q(f)g).

(4.12)

So, we conclude by (4.11) and (4.12) that

�rs
(
Θ(s,�s(a)),(s,�s(b))

)
�rt
(
Θ(t,�t(c)),(t,�t(d))

)
= Θ(r,�r(ab∗)),(r,�r(dc∗)). (4.13)

Consequently, if Ps ∩ Pt = Pr, then by applying (4.13), (4.10), and (4.8), we get

iA(ab∗(cd∗))iP(s)∗iP(s)iP(t)∗iP(t)

= i(r)X (�rs
(
Θ(s,�s(a)),(s,�s(b))

)
�rt
(
Θ(t,�t(c)),(t,�t(d))

)
)

= i(r)X
(
Θ(r,�r(ab∗)),(r,�r(dc∗))

)

= iA(ab∗(dc∗)∗)iP(r)∗iP(r)
= iA(ab∗(cd∗))iP(r)∗iP(r).

We therefore have

iA(ab∗cd∗)iP(s)∗iP(s)iP(t)∗iP(t) = iA(ab∗cd∗)iP(r)∗iP(r) (4.14)

for all a, b, c, d ∈ A. Since A contains an approximate unit, it follows by (4.14)
that we must have

iP(s)∗iP(s)iP(t)∗iP(t) = iP(r)∗iP(r)

when Ps ∩ Pt = Pr. If Ps ∩ Pt = ∅, then again, since iX is Nica covariant, the
right hand side of (4.9) is zero, and therefore,

iA(ab∗(cd∗))iP(s)∗iP(s)iP(t)∗iP(t) = 0 (4.15)

for all a, b, c, d ∈ A. Thus, similar to the above, as A contains an approximate
unit, we conclude that

iP(s)∗iP(s)iP(t)∗iP(t) = 0.

So, the pair (iA, iP) is a covariant partial-isometric representation of (A, P, �) in
the algebraNT(X), and therefore, condition (i) in De�nition 4.4 is satis�ed.

Next, suppose that (�, V) is a covariant partial-isometric representation of
(A, P, �) on a Hilbert space H. Then, the pair (�, V∗) is a representation of the
system (A, Po, �) in the sense of [15, De�nition 3.2], which is Nica covariant.
Note that the semigroup homomorphism V∗ ∶ Po → B(H) is de�ned by s ↦
V∗
s . Therefore, by [15, Proposition 3.11], the map  ∶ X → B(H) de�ned by

 (s, x) ∶= V∗
s �(x)
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is a nondegenerate Nica covariant Toeplitz representation of X on H (see also
[12, Proposition 9.2]). So, there is a homomorphism  ∗ ∶ NT(X) → B(H)
such that  ∗◦iX =  (see [12, 7]), which is nondegenerate. Let � × V =  ∗.
Then

(� × V)(iA(a)) =  ∗(iX(e, a)) =  (e, a) = V∗
e�(a) = �(a)

for all a ∈ A. Also, since � × V is nondegenerate, we have

(� × V)(iP(s)) = (� × V)
(
limi iX(s, �s(ai))∗

)

= limi(� × V)
(
iX(s, �s(ai))∗

)

= limi  ∗
(
iX(s, �s(ai))

)∗

= limi  (s, �s(ai))∗
= limi[V∗

s �(�s(ai))]∗
= limi[�(ai)V∗

s ]∗ (by the covariance of (�, V))
= limi Vs�(ai) = Vs

for all s ∈ P. Thus, condition (ii) in De�nition 4.4 is satis�ed, too.
Finally, condition (iii) also holds as the elements of the form iX(s, �s(1)a∗)∗

generateNT(X), and

iX(s, �s(1)a∗)∗ = iA(a)iP(s),

which follows by a simple computation.
To see that the homomorphism iA is injective, we recall from Example 4.3

that the system (A, P, �) admits a (nontrivial) covariant partial-isometric rep-
resentation (�, V) with � faithful. Therefore, it follows from the equation (� ×
V)◦iA = � that iA must be injective.

For uniqueness, suppose that (C, jA, jP) is another triple which satis�es con-
ditions (i)-(iii) in De�nition 4.4. Then, by applying the universal properties
(condition (ii)) of the algebras C andNT(X), once can see that there is an iso-
morphism of C onto NT(X) which maps the pair (jA, jP) to the pair (iA, iP).

�

Remark 4.7. Recall that whenP is the positive cone of an abelian lattice-ordered
groupG, by [12, Theorem9.3], a covariant partial-isometric representation (�, V)
of (A, P, �) on a Hilbert space H induces a faithful representation � × V of
A ×piso� P if and only if, for every �nite subset F = {x1, x2, ..., xn} of P∖{e}, �
is faithful on the range of

n∏

i=1
(1 − V∗

xiVxi ).

Also, note that, by [15, Theorem 3.13], a similar necessary and su�cient condi-
tion for the faithfulness of the representation �×V ofA×piso� P can be obtained
for more general semigroups P, namely, LCM semigroups. (see also [11, Theo-
rem 3.2]).

Suppose that (A, P, �) is a dynamical system, and I is an ideal of A such that
�s(I) ⊂ I for all s ∈ P. To de�ne a crossed product I ×piso� P which we want it
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to sit naturally in A ×piso� P as an ideal, we need some extra condition. So, we
need to recall a de�nition from [1]. Let � be an extendible endomorphism of a
C∗-algebra A, and I an ideal of A. Suppose that  ∶ A → ℳ(I) is the canonical
nondegenerate homomorphism de�ned by  (a)i = ai for all a ∈ A and i ∈ I.
Then, we say I is extendible �-invariant if it is �-invariant, which means that
�(I) ⊂ I, and the endomorphism �|I is extendible, such that

�(u�) →  (�(1ℳ(A)))

strictly inℳ(I), where {u�} is an approximate unit in I.
In addition, if (A, P, �) is a dynamical system and I is an ideal of A, then

there is a dynamical system (A∕I, P, �̃) with extendible endomorphisms given
by �̃s(a + I) = �s(a) + I for every a ∈ A and s ∈ P (see again [1]).

The following theorem is actually a generalization of [5, Theorem 3.1]:

Theorem 4.8. Let (A ×piso� P, iA, V) be the partial-isometric crossed product of a
dynamical system (A, P, �), and I an extendible �x-invariant ideal of A for every
x ∈ P. Then, there is a short exact sequence

0⟶ I ×piso� P
�
⟶A×piso� P

'
⟶A∕I ×piso�̃ P⟶ 0 (4.16)

of C∗-algebras, where � is an isomorphism of I ×piso� P onto the ideal

ℰ ∶= span{V∗
s iA(i)Vt ∶ i ∈ I, s, t ∈ P}

of A ×piso� P. If q ∶ A → A∕I is the quotient map, and the triples (I ×piso� P, iI ,W)
and (A∕I ×piso�̃ P, iA∕I , U) are the crossed products of the systems (I, P, �) and
(A∕I, P, �̃), respectively, then

�◦iI = iA|I , �◦W = V and '◦iA = iA∕I◦q, '◦V = U.

Proof. We �rst show that ℰ is an ideal of A ×piso� P. To do so, it su�ces to see
on the spanning elements of ℰ that V∗

r ℰ, iA(a)ℰ, and Vrℰ are all contained in
ℰ for every a ∈ A and r ∈ P. This �rst one is obvious, and the second one
follows easily by applying the covariance equation iA(a)V∗

s = V∗
s iA(�s(a)). For

the third one, we have

VrV∗
s iA(i)Vt = Vr[V∗

rVrV∗
sVs]V∗

s iA(i)Vt,
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which is zero if Pr ∩ Ps = ∅. But if Pr ∩ Ps = Pz for some z ∈ P, then there are
x, y ∈ P such that xr = z = ys, and therefore it follows that

VrV∗
s iA(i)Vt = Vr[V∗

zVz]V∗
s iA(i)Vt

= VrV∗
xrVysV∗

s iA(i)Vt
= Vr[VxVr]∗VyVsV∗

s iA(i)Vt
= [VrV∗

r ]V∗
xVy[VsV∗

s ]iA(i)Vt
= iA(�r(1))V∗

xVyiA(�s(1))iA(i)Vt (by Lemma (4.2))
= V∗

xiA(�x(�r(1)))VyiA(�s(1)i)Vt (by Lemma (4.2))
= V∗

xiA(�xr(1))iA(�y(�s(1)i))VyVt
= V∗

xiA(�z(1))iA(�y(�s(1))�y(i))Vyt
= V∗

xiA(�z(1))iA(�ys(1)�y(i))Vyt
= V∗

xiA(�z(1))iA(�z(1)�y(i))Vyt
= V∗

xiA(�z(1)�z(1)�y(i))Vyt
= V∗

xiA(�z(1)�y(i))Vyt,

which belongs to ℰ. Thus, ℰ is an ideal of A ×piso� P. Let � ∶ A ×piso� P → ℳ(ℰ)
be the canonical nondegenerate homomorphism de�ned by �(�)� = �� for all
� ∈ A ×piso� P and � ∈ ℰ. Suppose that now the maps

kI ∶ I → ℳ(ℰ) and S ∶ P → ℳ(ℰ)

are de�ned by the compositions

I
iA|I⟶A×piso� P

�
⟶ℳ(ℰ) and P

V
⟶ℳ(A ×piso� P)

�
⟶ℳ(ℰ),

respectively. We claim that the triple (ℰ, kI , S) is a partial-isometric crossed
product of the system (I, P, �). First, exactly by the same discussion as in the
proof of [5, Theorem 3.1] using the extendibility of the ideal I, it follows that the
homomorphism kI is nondegenerate. Also, it follows easily by the de�nition of
the map S that it is indeed a Nica partial-isometric representation. Then, by
some routine calculations, one can see that the pair (kI , S) satis�es the covari-
ance equations

kI(�t(i)) = StkI(i)S∗t and S∗t StkI(i) = kI(i)S∗t St
for all i ∈ I and t ∈ P.

Next, suppose that the pair (�, T) is a covariant partial-isometric represen-
tation of (I, P, �) on a Hilbert space H. Let  ∶ A → ℳ(I) be the canonical
nondegenerate homomorphism which was mentioned about earlier. Let the
map � ∶ A → B(H) be de�ned by the composition

A
 
⟶ℳ(I)

�
⟶B(H),

which is a nondegenerate representation of A on H. We claim that the pair
(�, T) is a covariant partial-isometric representation of (A, P, �) onH. To prove
our claim, we only need to show that the pair (�, T) satis�es the covariance
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equations (4.1). Since the ideal I is extendible, we have �s|I◦ =  ◦�s for all
s ∈ P. It therefore follows that

�(�s(a)) = (�◦ )(�s(a))
= �( ◦�s(a))
= �(�s|I◦ (a))
= (�◦�s|I)( (a))
= Ts�( (a))T∗s = Ts�(a)T∗s .

Also, one can easily see that we have T∗s Ts�(a) = �(a)T∗s Ts. Thus, there is a
nondegenerate representation �×T ofA×piso� P onH, whose restriction (�×T)|ℰ
is a nondegenerate representation of ℰ onH satisfying

(� × T)|ℰ◦kI = � and (� × T)|ℰ◦S = T.

Finally, the elements of the form

S∗s kI(i)St = �(Vs)∗�(iA(i))�(Vt)
= �(V∗

s iA(i)Vt) = V∗
s iA(i)Vt

obviously span the algebraℰ. Thus, (ℰ, kI , S) is a partial-isometric crossed prod-
uct of (I, P, �). So, by Proposition 4.6, there is an isomorphism � ∶ I×piso� P → ℰ
such that

�(iI(i)Wt) = kI(i)St = �(iA|I(i))�(Vt) = �(iA|I(i)Vt) = iA|I(i)Vt,

from which, it follows that

�◦iI = iA|I and �◦W = V.

To get the desired homomorphism ', let the homomorphism jA ∶ A →
A∕I ×piso�̃ P be given by the composition

A
q

⟶A∕I
iA∕I
⟶A∕I ×piso�̃ P,

which is nondegenerate. Then, it is not di�cult to see that the pair (jA, U) is a
covariant partial-isometric representation of (A, P, �) in the algebraA∕I×piso�̃ P.
Thus, there is a nondegenerate homomorphism ' ∶= jA × U ∶ A ×piso� P →
A∕I ×piso�̃ P such that

'◦iA = jA = iA∕I◦q and '◦V = U,

which implies that ' is onto.
Finally, we show that �(I ×piso� P) = ℰ is equal to ker ' which means that

(4.16) is exact. The inclusion ℰ ⊂ ker ' is immediate. To see the other inclu-
sion, take a nondegenerate representation Π of A ×piso� P on a Hilbert space H
with kerΠ = ℰ. Since I ⊂ ker(Π◦iA), the composition Π◦iA gives a (well-
de�ned) nodegenerate representation Π̃ of A∕I on H. Also, the composition
Π◦V de�nes a Nica partial-isometric representation P onH, such that together
with Π̃ forms a covariant partial-isometric representation of (A∕I, P, �̃) on H.
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Then the corresponding (nondegenerate) representation Π̃ × (Π◦V) lifts to Π,
which means that [Π̃ × (Π◦V)]◦' = Π, from which the inclusion ker ' ⊂ ℰ
follows. This completes the proof. �

Example 4.9. Suppose that S is a unital right LCM semigroup. See in [6, 25]
that associated to S there is a universal C∗-algebra

C∗(S) = span{WsW∗
t ∶ s, t ∈ S}

generated by a universal isometric representation W ∶ S → C∗(S), which is
Nica-covariant, which means that it satis�es

WrW∗
rWsW∗

s = {
WtW∗

t if rS ∩ sS = tS,
0 if rS ∩ sS = ∅.

(4.17)

In addition, by [7, Corollary 7.11], C∗(S) is isomorphic to the Nica-Toeplitz al-
gebra NT(X) of the compactly aligned product system X over S with �bers
Xs = ℂ for all s ∈ S. Now, consider the trivial dynamical system (ℂ, P, id),
where P is a left LCM semigroup. So, the opposite semigroup Po is right LCM.
Then, it follows by Proposition 4.6 that there is an isomorphism

ip(x) ∈ (ℂ×pisoid P) ↦ W∗
x ∈ C∗(Po)

for all x ∈ P, whereW is the universal Nica-covariant isometric representation
of Po which generates C∗(Po).

For the C∗-algebra C∗(S) associated to any arbitrary left cancellative semi-
group S, readers may refer to [22].

Lemma 4.10. For the dynamical system (A, P, id) in which P is a left LCM semi-
group and id denotes the trivial action, we have

(A ×pisoid P, i) ≃ A ⊗max C∗(Po).

The isomorphism maps each (spanning) element ip(x)∗iA(a)ip(y) of A ×pisoid P to
a ⊗WxW∗

y , whereW is the universal Nica-covariant isometric representation of
Po which generates C∗(Po).

Proof. We skip the proof as it follows easily by some routine calculations. �

5. Tensor products of crossed products
Let (A, P, �) and (B, S, �) be dynamical systems in which P and S are left

LCM semigroups. Then, P × S is a unital semigroup with the unit element
(eP, eS), where eP and eS are the unit elements of P and S, respectively. In addi-
tion, since

(P × S)(x, r) ∩ (P × S)(y, s) = (Px × Sr) ∩ (Py × Ss)
= (Px ∩ Py) × (Sr ∩ Ss), (5.1)

it follows that P × S is a left LCM semigroup. More precisely, if Px ∩ Py = Pz
and Sr ∩ Ss = St for some z ∈ P and t ∈ S, then it follows by (5.1) that

(P × S)(x, r) ∩ (P × S)(y, s) = Pz × St = (P × S)(z, t),
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which means that (z, t) is a least common left multiple of (x, r) and (y, s) in
P × S. Otherwise, (P × S)(x, r) ∩ (P × S)(y, s) = ∅. Thus, P × S is actually a
left LCM semigroup (note that, the similar fact holds if P and S are right LCM
semigroups).

Next, for every x ∈ P and r ∈ S, as �x and �r are endomorphisms of the
algebras A and B, respectively, it follows by [27, Lemma B. 31] that there is
an endomorphism �x ⊗ �r of the maximal tensor product A ⊗max B such that
(�x ⊗ �r)(a ⊗ b) = �x(a) ⊗ �r(b) for all a ∈ A and b ∈ B. We therefore have
an action

� ⊗ � ∶ P × S → End(A ⊗max B)
of P × S on A⊗max B by endomorphisms such that

(� ⊗ �)(x,r) = �x ⊗ �r for all (x, r) ∈ P × S.
Moreover, it follows by the extendibility of the actions � and � that the action
� ⊗ � on A ⊗max B is actually given by extendible endomorphisms (see [18,
Lemma 2.3]). Thus, we have a dynamical system (A ⊗max B, P × S, � ⊗ �),
for which, we want to study the corresponding partial-isometric crossed prod-
uct. We actually aim to show that under some certain conditions we have the
following isomorphism:

(A ⊗max B) ×
piso
�⊗� (P × S) ≃ (A ×piso� P) ⊗max (B ×

piso
� S).

In fact, those conditions are to ensure that the Nica partial-isometric represen-
tations of P and S are ∗-commuting. Hence, we �rst need to assume that the
unital semigroups P, Po, S, and So are all left LCM. It thus turns out that all of
them must actually be both left and right LCM semigroups. The other condi-
tion comes from the following de�nition:

De�nition 5.1. Suppose that P and Po are both left LCM semigroups. A bicovari-
ant partial-isometric representation of P on a Hilbert space H is a Nica partial-
isometric representation V ∶ P → B(H) which satis�es

VrV∗
rVsV∗

s = {
VtV∗

t if rP ∩ sP = tP,
0 if rP ∩ sP = ∅.

(5.2)

Note the equation (5.2) is a kind of Nica covariance condition, too. So, to dis-
tinguish it from the covariance equation (3.1), we view (3.1) as the right Nica
covariance condition and (5.2) as the left Nica covariance condition.

Note that similar to (3.1), we can see that the equation (5.2) is also well-
de�ned.

Lemma 5.2. Suppose that the unital semigroupsP, Po, S, and So are all left LCM.
Let V and W be bicovariant partial-isometric representations of P and S on a
Hilbert spaceH, respectively, such that each Vp ∗-commutes with eachWs for all
p ∈ P and s ∈ S. Then, there exits a bicovariant partial-isometric representation
U of P × S on H such that U(p,s) = VpWs. Moreover, every bicovariant partial-
isometric representation of P × S arises this way.
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Proof. De�ne a map U ∶ P × S → B(H) by
U(p,s) = VpWs

for all (p, s) ∈ P × S. Since each Vp ∗-commutes with eachWs, it follows that
each U(p,s) is a partial isometry, as

U(p,s)U∗
(p,s)U(p,s) = VpWs[VpWs]∗VpWs

= VpWs[WsVp]∗VpWs
= VpWsV∗

pW∗
sVpWs

= VpV∗
pWsVpW∗

sWs
= VpV∗

pVpWsW∗
sWs = VpWs = U(p,s).

Also, a simple computation shows that

U(p,s)U(q,t) = U(p,s)(q,t)

for every (p, s) and (q, t) in P × S. Thus, the map U is a (unital) semigroup
homomorphism (with partial-isometric values). Next, we want to show that it
satis�es the Nica covariance conditions (3.1) and (5.2), and hence, it is bicovari-
ant. To see (3.1), we �rst have

U∗
(p,s)U(p,s)U∗

(q,t)U(q,t) = [VpWs]∗VpWs[VqWt]∗VqWt

= [WsVp]∗VpWs[WtVq]∗VqWt
= V∗

pW∗
sVpWsV∗

qW∗
t VqWt

= V∗
pVpW∗

sV∗
qWsVqW∗

tWt
= V∗

pVpV∗
qW∗

sVqWsW∗
tWt

= [V∗
pVpV∗

qVq][W∗
sWsW∗

tWt].

(5.3)

If
(P × S)(p, s) ∩ (P × S)(q, t) = (P × S)(z, r) = Pz × Sr

for some (z, r) ∈ P × S, then it follows by (5.1) (for the left hand side in above)
that

(Pp ∩ Pq) × (Ss ∩ St) = Pz × Sr.
Thus, we must have

Pp ∩ Pq = Pz and Ss ∩ St = Sr,
and hence, for (5.3), we get

U∗
(p,s)U(p,s)U∗

(q,t)U(q,t) = [V∗
pVpV∗

qVq][W∗
sWsW∗

tWt]
= V∗

zVzW∗
rWr

= V∗
zW∗

rVzWr
= [WrVz]∗U(z,r)
= [VzWr]∗U(z,r) = U∗

(z,r)U(z,r).

If (P × S)(p, s) ∩ (P × S)(q, t) = ∅, then again, by (5.1), we get

(Pp ∩ Pq) × (Ss ∩ St) = ∅.
It follows that

Pp ∩ Pq = ∅ ∨ Ss ∩ St = ∅,
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which implies that,

V∗
pVpV∗

qVq = 0 ∨ W∗
sWsW∗

tWt = 0.

Thus, for (5.3), we have

U∗
(p,s)U(p,s)U∗

(q,t)U(q,t) = [V∗
pVpV∗

qVq][W∗
sWsW∗

tWt] = 0.

A similar discussion shows that the representation U satis�es the Nica covari-
ance condition (5.2), too. Therefore, U is a bicovariant partial-isometric repre-
sentation of P × S onH satisfying U(p,s) = VpWs.

Conversely, suppose that U is any bicovariant partial-isometric representa-
tion of P × S on a Hilbert spaceH. De�ne the maps

V ∶ P → B(H) and W ∶ S → B(H)

by
Vp ∶= U(p,eS) and Ws ∶= U(eP ,s)

for all p ∈ P and s ∈ S, respectively. It is easy to see that each Vp is a partial
isometry as well as each Ws, and the maps V and W are (unital) semigroup
homomorphisms. Next, we show that the presentation V is bicovariant, and
we skip the proof for the presentationW as it follows similarly. To see that the
presentation V satis�es the Nica covariance condition (3.1), �rstly,

V∗
pVpV∗

qVq = U∗
(p,eS)

U(p,eS)U
∗
(q,eS)

U(q,eS). (5.4)

Now, if Pp ∩ Pq = Pz for some z ∈ P, then it follows by (5.1) that

(P × S)(p, eS) ∩ (P × S)(q, eS) = (Pp ∩ Pq) × (S ∩ S)
= Pz × S
= Pz × SeS = (P × S)(z, eS).

Therefore, since U is bicovariant, for (5.4), we have
V∗
pVpV∗

qVq = U∗
(p,eS)

U(p,eS)U
∗
(q,eS)

U(q,eS)

= U∗
(z,eS)

U(z,eS) = V∗
zVz.

If Pp ∩ Pq = ∅, then it follows again by (5.1) that

(P × S)(p, eS) ∩ (P × S)(q, eS) = (Pp ∩ Pq) × (S ∩ S) = ∅ × S = ∅.

Therefore, for (5.4), we get

V∗
pVpV∗

qVq = U∗
(p,eS)

U(p,eS)U
∗
(q,eS)

U(q,eS) = 0,

as U is bicovariant. A similar discussion shows that the representation V sat-
is�es the Nica covariance condition (5.2), too. We skip it here. Finally, as we
obviously have

VpWs = WsVp = U(p,s), (5.5)

it is only left to show that V∗
pWs = WsV∗

p for all p ∈ P and s ∈ S. To do so,
we �rst need to recall that the product vw of two partial isometries v and w is
a partial isometry if and only if v∗v commutes with ww∗ (see [14, Lemma 2]).
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This fact can be applied to the partial isometries Vp andWs due to (5.5). Now,
we have

V∗
pWs = V∗

p[VpV∗
pWsW∗

s ]Ws
= U∗

(p,eS)
[U(p,eS)U

∗
(p,eS)

U(eP ,s)U
∗
(eP ,s)

]U(eP ,s).
(5.6)

Since,

(p, eS)(P × S) ∩ (eP, s)(P × S) = (pP × S) ∩ (P × sS)
= (pP ∩ P) × (S ∩ sS)
= pP × sS = (p, s)(P × S),

it follows that

VpV∗
pWsW∗

s = U(p,eS)U
∗
(p,eS)

U(eP ,s)U
∗
(eP ,s)

= U(p,s)U∗
(p,s)

= U(p,eS)U(eP ,s)[U(eP ,s)U(p,eS)]
∗

= U(p,eS)U(eP ,s)U
∗
(p,eS)

U∗
(eP ,s)

= VpWsV∗
pW∗

s ,

(5.7)

as U is bicovariant. Therefore, by (5.6) and (5.7), we get

V∗
pWs = V∗

p[VpV∗
pWsW∗

s ]Ws
= V∗

p[VpWsV∗
pW∗

s ]Ws
= [V∗

pVpWsW∗
s ]WsV∗

p[VpV∗
pW∗

sWs]
= [WsW∗

sV∗
pVp]WsV∗

p[W∗
sWsVpV∗

p]
= WsW∗

sV∗
p[VpWsV∗

pW∗
s ]WsVpV∗

p]
= WsW∗

sV∗
p[VpV∗

pWsW∗
s ]WsVpV∗

p] (by (5.7))
= WsW∗

sV∗
pWsVpV∗

p
= Ws[(VpWs)∗(VpWs)]V∗

p
= Ws[U∗

(p,s)U(p,s)]V∗
p,

and hence,

V∗
pWs = Ws[U∗

(p,s)U(p,s)]V∗
p. (5.8)

Moreover, since similarly

(P × S)(eP, s) ∩ (P × S)(p, eS) = (P × S)(p, s),

we have
U∗
(eP ,s)

U(eP ,s)U
∗
(p,eS)

U(p,eS) = U∗
(p,s)U(p,s),

as U is bicovariant. By applying this to (5.8), we �nally get

V∗
pWs = Ws[U∗

(eP ,s)
U(eP ,s)U

∗
(p,eS)

U(p,eS)]V
∗
p

= [WsW∗
sWs][V∗

pVpV∗
p]

= WsV∗
p.

This completes the proof. �
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Remark 5.3. If P is the positive cone of a totally ordered group G, then every
partial-isometric representation V of P automatically satis�es the left Nica co-
variance condition (5.2), such that

VxV∗
xVyV∗

y = Vmax{x,y}V∗
max{x,y} for all x, y ∈ P.

Therefore, every partial-isometric representation of P is automatically bicovari-
ant (see Remark 3.2).

Remark 5.4. Recall that a partial isometry V is called a power partial isome-
try if Vn is a partial isometry for every n ∈ ℕ. One can see that every power
partial isometry V generates a partial-isometric representation of ℕ such that
Vn ∶= Vn for every n ∈ ℕ, and every partial-isometric representation V of
ℕ arises this way, which means that it is actually generated by the power par-
tial isometry V1. Now, it follows by Lemma 5.2 that U is a bicovariant partial-
isometric representation of ℕ2 if and only if there are ∗-commuting power par-
tial isometries V andW such that U(m,n) = VmWn for every (m, n) ∈ ℕ2.

Lemma 5.5. Consider the left quasi-lattice ordered group (Fn, F
+
n ) (see Example

2.4). A partial-isometric representation V of F+n satis�es the left Nica covariance
condition (5.2) if and only if the initial projections VaiV

∗
ai and VajV

∗
aj have or-

thogonal ranges, where 1 ≤ i, j ≤ n such that i ≠ j.

Proof. We skip the proof as it follows by a similar discussion to the proof of
Lemma 3.3. �

Lemma 5.6. Consider the abelian lattice-ordered group (ℚ×
+, ℕ

×) (see Exam-
ple 2.3). A partial-isometric representation V of ℕ× is bicovariant if and only if
V∗
mVn = VnV∗

m for every relatively prime pair (m, n) of elements in ℕ×.

Proof. Suppose that V is a bicovariant partial-isometric representation of ℕ×.
So, we have

V∗
xVxV∗

yVy = V∗
x∨yVx∨y, (5.9)

and

VxV∗
xVyV∗

y = Vx∨yV∗
x∨y (5.10)

for all x, y ∈ ℕ×. If (m, n) is a relatively prime pair of elements in ℕ×, then
n ∨ m = nm, and hence, we have

VnV∗
m = Vn(V∗

nVnV∗
mVm)V∗

m
= VnV∗

nmVnmV∗
m (by (5.9))

= Vn(VnVm)∗VnVmV∗
m

= VnV∗
m(V∗

nVnVmV∗
m),
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where in the bottom line, by [14, Lemma 2], V∗
nVn commutes with VmV∗

m as
VnVm = Vnm. We therefore get

VnV∗
m = Vn(V∗

mVmV∗
m)V∗

nVn
= Vn(V∗

mV∗
n)Vn

= Vn(VnVm)∗Vn
= Vn(Vnm)∗Vn
= Vn(Vmn)∗Vn
= Vn(VmVn)∗Vn
= Vn(V∗

nV∗
m)Vn

= (VnV∗
nV∗

mVm)V∗
mVn

= (V∗
mVmVnV∗

n)V∗
mVn

= V∗
mVmn(VmVn)∗Vn = V∗

mVmnV∗
mnVn.

Finally, in the bottom line, since

VmnV∗
mn = VmV∗

mVnV∗
n

by (5.10), it follows that

VnV∗
m = V∗

mVmV∗
mVnV∗

nVn = V∗
mVn.

Conversely, assume that V is a partial-isometric representation of ℕ× such
that V∗

mVn = VnV∗
m for every relatively prime pair (m, n) of elements in ℕ×.

We want to prove that V is bicovariant. To do so, we only show that V satis�es
the equation (5.9) as the other equation, namely (5.10), follows by a similar
discussion. Let x, y ∈ ℕ×. If x and y are relatively prime, then one can easily
see that V satis�es the equation (5.9) as Vx commutes with V∗

y . Now, assume
that x and y are not relatively prime, and therefore, we must have x, y > 1. By
the prime factorization theorem, x and y can be uniquely written as

x = (pn11 p
n2
2 ⋅ ⋅ ⋅ pnkk )r and y = (pm1

1 pm2
2 ⋅ ⋅ ⋅ pmk

k )s,

where p1 < p2 < ... < pk are primes, each ni and mi is a positive integer, and
r, s ∈ ℕ× such that all pairs (r,

∏k
i=1 p

ni
i ), (r, s), (r,

∏k
i=1 p

mi
i ), (s,

∏k
i=1 p

mi
i ),

and (s,
∏k

i=1 p
ni
i ) are relatively prime. We let a =

∏k
i=1 p

ni
i and b =

∏k
i=1 p

mi
i

for convenience. Now, we have

V∗
xVxV∗

yVy = V∗
arVarV∗

bsVbs
= (VaVr)∗VaVr(VbVs)∗VbVs
= V∗

rV∗
aVa(VrV∗

s )V∗
bVbVs

= V∗
rV∗

a(VaV∗
s )(VrV∗

b)VbVs (since g.c.d(r, s) = 1)
= V∗

r (V∗
aV∗

s )VaV∗
b(VrVb)Vs (since g.c.d(a, s) = g.c.d(r, b) = 1)

= V∗
r (VsVa)∗VaV∗

bVrbVs
= V∗

r (Vsa)∗VaV∗
bVbrVs

= V∗
r (Vas)∗VaV∗

bVbVrVs
= V∗

r (VaVs)∗VaV∗
bVbVrs (5.11)
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= (V∗
rV∗

s )(V∗
aVaV∗

bVb)Vrs
= (VsVr)∗(V∗

aVaV∗
bVb)Vrs

= V∗
sr(V∗

aVaV∗
bVb)Vrs = V∗

rs(V∗
aVaV∗

bVb)Vrs .

Then, in the bottom line, for V∗
aVaV∗

bVb, since the pairs (Vt, Vu) and (V
∗
t , V

∗
u)

obviously commute for all t, u ∈ ℕ×, and g.c.d(pm, qn) = 1 for distinct primes
p and q and positive integersm and n, we have

V∗
aVaV∗

bVb
= (V∗

pnkk
⋅ ⋅ ⋅ V∗

pn11
)(Vpn11 ⋅ ⋅ ⋅ Vp

nk
k
)(V∗

pmkk
⋅ ⋅ ⋅ V∗

pm11
)(Vpm11 ⋅ ⋅ ⋅ Vpmkk )

= (V∗
pn11
⋅ ⋅ ⋅ V∗

pnkk
)(Vpn11 ⋅ ⋅ ⋅ Vp

nk
k
)(V∗

pm11
⋅ ⋅ ⋅ V∗

pmkk
)(Vpm11 ⋅ ⋅ ⋅ Vpmkk )

= (V∗
pn11
Vpn11 V

∗
pm11

Vpm11 )(V∗
pn22
⋅ ⋅ ⋅ V∗

pnkk
)(Vpn22 ⋅ ⋅ ⋅ Vp

nk
k
)(V∗

pm22
⋅ ⋅ ⋅ V∗

pmkk
)

(Vpm22 ⋅ ⋅ ⋅ Vpmkk )

⋮
= (V∗

pn11
Vpn11 V

∗
pm11

Vpm11 )(V∗
pn22
Vpn22 V

∗
pm22

Vpm22 ) ⋅ ⋅ ⋅ (V∗
pnkk
Vpnkk V

∗
pmkk

Vpmkk ).

Let ti = max{ni, mi} for every 1 ≤ i ≤ k. Ifmax{ni, mi} = ni, then

V∗
pnii
Vpnii V

∗
pmii
Vpmii = V∗

pnii
(Vp(ni−mi)i pmii

)V∗
pmii
Vpmii

= V∗
pnii
Vp(ni−mi)i

(Vpmii V
∗
pmii
Vpmii )

= V∗
pnii
Vp(ni−mi)i

Vpmii
= V∗

pnii
Vp(ni−mi)i pmii

= V∗
pnii
Vpnii = V∗

ptii
Vptii

.

Ifmax{ni, mi} = mi, then

V∗
pnii
Vpnii V

∗
pmii
Vpmii = V∗

pnii
Vpnii (Vp(mi−ni )i pnii

)∗Vpmii
= V∗

pnii
Vpnii (Vp(mi−ni )i

Vpnii )
∗Vpmii

= (V∗
pnii
Vpnii V

∗
pnii
)V∗

p(mi−ni )i

Vpmii
= V∗

pnii
V∗
p(mi−ni )i

Vpmii
= (Vp(mi−ni )i

Vpnii )
∗Vpmii

= (Vp(mi−ni )i pnii
)∗Vpmii

= V∗
pmii
Vpmii = V∗

ptii
Vptii

.
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So, for every 1 ≤ i ≤ k,

V∗
pnii
Vpnii V

∗
pmii
Vpmii = V∗

ptii
Vptii

,

from which, it follows that

V∗
aVaV∗

bVb = (V∗
pt11
Vpt11 )(V

∗
pt22
Vpt22 )(V

∗
pt33
Vpt33 ) ⋅ ⋅ ⋅ (V

∗
ptkk
Vptkk

)

= (V∗
pt11
V∗
pt22
)(Vpt11 Vp

t2
2
)(V∗

pt33
Vpt33 ) ⋅ ⋅ ⋅ (V

∗
ptkk
Vptkk

)

= (V∗
pt11
V∗
pt22
V∗
pt33
)(Vpt11 Vp

t2
2
Vpt33 )(V

∗
pt44
Vpt44 ) ⋅ ⋅ ⋅ (V

∗
ptkk
Vptkk

)

⋅
⋅
⋅
= (V∗

pt11
V∗
pt22
V∗
pt33
⋅ ⋅ ⋅ V∗

ptkk
)(Vpt11 Vp

t2
2
Vpt33 ⋅ ⋅ ⋅ Vp

tk
k
)

= (Vptkk ⋅⋅⋅p
t3
3 p

t2
2 p

t1
1
)∗(Vpt11 p

t2
2 p

t3
3 ⋅⋅⋅p

tk
k
)

= (Vpt11 p
t2
2 p

t3
3 ⋅⋅⋅p

tk
k
)∗(Vpt11 p

t2
2 p

t3
3 ⋅⋅⋅p

tk
k
)

= (V∏k
i=1 p

ti
i
)∗(V∏k

i=1 p
ti
i
) = V∗

a∨bVa∨b.

(5.12)

Finally, by applying (5.12) to (5.11), since x ∨ y = (
∏k

i=1 p
ti
i )rs = (a ∨ b)rs, we

get

V∗
xVxV∗

yVy = V∗
rs(V∗

a∨bVa∨b)Vrs
= (Va∨bVrs)∗(Va∨bVrs)
= (V(a∨b)rs)∗(V(a∨b)rs) = V∗

x∨yVx∨y.

So, we are done. �

De�nition 5.7. Let (A, P, �) be a dynamical system, in which P and Po are both
left LCM semigroups. The action � is called left-Nica covariant if it satis�es

�x(1)�y(1) = {
�z(1) if xP ∩ yP = zP,
0 if xP ∩ yP = ∅.

(5.13)

We should mention that the above de�nition is well-de�ned. This is due to
the fact that if tP = xP ∩ yP = zP, then there is an invertible element u of P
such that t = zu. Since u is invertible, �u becomes an automorphism of A, and
hence �u(1) = 1. So, it follows that

�t(1) = �zu(1) = �z(�u(1)) = �z(1).

Remark 5.8. Let (A, P, �) be a dynamical system, in which P and Po are both
left LCM semigroups, and the action � is left Nica-covariant. If (�, V) is covari-
ant partial-isometric of the system, then the representation V satis�es the left
Nica-covariance condition (5.2). One can easily see this by applying the equa-
tion VxV∗

x = �(�x(1)) (see Lemma 4.2). Thus, the representation V is actually
bicovariant.
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Let us also recall that for C∗-algebras A and B, there are nondegenerate ho-
momorphisms

kA ∶ A → ℳ(A ⊗max B) and kB ∶ B → ℳ(A ⊗max B)

such that
kA(a)kB(b) = kB(b)kA(a) = a ⊗ b

for all a ∈ A and b ∈ B (see [27, Theorem B. 27]). Moreover, One can see that
the extensions kA and kB of the nondegenerate homomorphisms kA and kB,
respectively, have also commuting ranges. Therefore, there is a homomorphism

kA ⊗max kB ∶ ℳ(A) ⊗max ℳ(B) → ℳ(A ⊗max B),

which is the identity map on A⊗max B (see [18, Remark 2.2]).

Theorem 5.9. Suppose that the unital semigroups P, Po, S, and So are all left
LCM. Let (A, P, �) and (B, S, �) be dynamical systems in which the actions � and
� are both left Nica-covariant. Then, we have the following isomorphism:

(A ⊗max B) ×
piso
�⊗� (P × S) ≃ (A ×piso� P) ⊗max (B ×

piso
� S). (5.14)

Proof. Let the triples (A ×piso� P, iA, iP) and (B ×piso� S, iB, iS) be the partial-
isometric crossed products of the dynamical systems (A, P, �) and (B, S, �), re-
spectively. Suppose that (kA×�P, kB×�S) is the canonical pair of the algebras

A×piso� P and B×piso� S into themultiplier algebraℳ((A×piso� P)⊗max (B×
piso
� S)).

De�ne the map

jA⊗maxB ∶ A ⊗max B → (A ×piso� P) ⊗max (B ×
piso
� S)

by jA⊗maxB ∶= iA ⊗max iB (see [27, Lemma B. 31]), and therefore, we have

jA⊗maxB(a ⊗ b) = iA(a) ⊗ iB(b) = kA×�P(iA(a))kB×�S(iB(b))

for all a, b ∈ A. Also, de�ne a map

jP×S ∶ P × S → ℳ((A ×piso� P) ⊗max (B ×
piso
� S))

by

jP×S(x, t) = kA×�P ⊗max kB×�S(iP(x) ⊗ iS(t)) = kA×�P(iP(x))kB×�S(iS(t))

for all (x, t) ∈ P × S. We claim that the triple
(
(A ×piso� P) ⊗max (B ×

piso
� S), jA⊗maxB, jP×S

)

is a partial-isometric crossed product of the system (A ⊗max B, P × S, � ⊗ �).
To prove our claim, �rst note that, since the homomorphisms iA and iB are
nondegenerate, so is the homomorphism jA⊗maxB. Next, we show that the map
jP×S is a bicovariant partial-isometric representation of P × S. To do so, �rst
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note that, since the actions � and � are left Nica-covariant, the representations
iP and iS are bicovariant (see Remark 5.8). It follows that the maps

jP ∶ P → ℳ((A ×piso� P) ⊗max (B ×
piso
� S))

and
jS ∶ S → ℳ((A ×piso� P) ⊗max (B ×

piso
� S))

given by compositions

P
iP⟶ℳ(A ×piso� P)

kA×�P⟶ ℳ((A ×piso� P) ⊗max (B ×
piso
� S))

and

S
iS⟶ℳ(B ×piso� S)

kB×�S
⟶ ℳ((A ×piso� P) ⊗max (B ×

piso
� S)),

respectively, are bicovariant partial-isometric representations of P and S in the
multiplier algebraℳ((A ×piso� P) ⊗max (B ×

piso
� S)). Moreover, since the homo-

morphisms kA×�P and kB×�S have commuting ranges, each jP(x) ∗-commutes
with each jS(t). Therefore, as

jP×S(x, t) = kA×�P(iP(x))kB×�S(iS(t)) = jP(x)jS(t),

it follows by Lemma (5.2) that the map jP×S must be a bicovariant partial-
isometric representation of P×S. Moreover, by using the covariance equations
of the pairs (iA, iP) and (iB, iS), and the commutativity of the ranges of the maps
kA×�P and kB×�S, one can see that the pair (jA⊗maxB, jP×S) satis�es the covari-
ance equations

jA⊗maxB((� ⊗ �)(x,t)(a ⊗ b)) = jP×S(x, t)jA⊗maxB(a ⊗ b)jP×S(x, t)∗

and

jP×S(x, t)∗jP×S(x, t)jA⊗maxB(a ⊗ b) = jA⊗maxB(a ⊗ b)jP×S(x, t)∗jP×S(x, t).

Next, suppose that the pair (�,U) is covariant partial-isometric representa-
tion of (A ⊗max B, P × S, � ⊗ �) on a Hilbert spaceH. We want to get a nonde-
generate representation � × U of (A ×piso� P) ⊗max (B ×

piso
� S) such that

(� × U)◦jA⊗maxB = � and (� × U)◦jP×S = U.

Let (kA, kB) be the canonical pair of the C∗-algebrasA and B into themultiplier
algebraℳ(A⊗max B). The compositions

A
kA⟶ℳ(A⊗max B)

�
⟶B(H)

and

B
kB⟶ℳ(A⊗max B)

�
⟶B(H)
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give us the nondegenerate representations �A and �B of A and B on H with
commuting ranges, respectively. This is due to the fact that the ranges of iA and
iB commute (see also [27, Corollary B. 22]). Also, de�ne the maps

V ∶ P → B(H) and W ∶ S → B(H)

by
Vx ∶= U(x,eS) and Wt ∶= U(eP ,t)

for all x ∈ P and t ∈ S, respectively. Since the representation U already sat-
is�es the right Nica covariance condition (3.1), if we show that it satis�es the
left Nica covariance condition (5.2), too, then it is bicovariant. Therefore, it fol-
lows by Lemma 5.2 that the maps V and W are bicovariant partial-isometric
representations such that each Vx ∗-commutes with eachWt for all x ∈ P and
t ∈ S. By Remark 5.8, we only need to verify that the action �⊗� in the system
(A ⊗max B, P × S, � ⊗ �) is left Nica-covariant. Firstly, we have

(� ⊗ �)(x,t)◦(kA ⊗max kB) = �x ⊗ �t◦(kA ⊗max kB)
= (kA◦�x) ⊗max (kB◦�t)

(5.15)

for all (x, t) ∈ P × S (see [18, Lemma 2.3]). It follows that

(� ⊗ �)(x,r)(1ℳ(A⊗maxB))(� ⊗ �)(y,s)(1ℳ(A⊗maxB))
=

[
�x ⊗ �r

(
kA(1ℳ(A))kB(1ℳ(B))

)][
�y ⊗ �s

(
kA(1ℳ(A))kB(1ℳ(B))

)]

= kA
(
�x(1ℳ(A))

)
kB

(
�r(1ℳ(B))

)
kA

(
�y(1ℳ(A))

)
kB

(
�s(1ℳ(B))

)

= kA
(
�x(1ℳ(A))

)
kA

(
�y(1ℳ(A))

)
kB

(
�r(1ℳ(B))

)
kB

(
�s(1ℳ(B))

)

= kA
(
�x(1ℳ(A))�y(1ℳ(A))

)
kB

(
�r(1ℳ(B))�s(1ℳ(B))

)
,

and hence,

(� ⊗ �)(x,r)(1ℳ(A⊗maxB))(� ⊗ �)(y,s)(1ℳ(A⊗maxB))
= kA

(
�x(1ℳ(A))�y(1ℳ(A))

)
kB

(
�r(1ℳ(B))�s(1ℳ(B))

) (5.16)

for all (x, r), (y, s) ∈ P × S. Now, if

(x, r)(P × S) ∩ (y, s)(P × S) = (z, t)(P × S)

for some (z, t) ∈ P × S, then, since

xP ∩ yP = zP and rS ∩ sS = tS,

and the actions � and � are left Nica-covariant, for (5.16), we get

(� ⊗ �)(x,r)(1ℳ(A⊗maxB))(� ⊗ �)(y,s)(1ℳ(A⊗maxB))
= kA

(
�z(1ℳ(A))

)
kB

(
�t(1ℳ(B))

)

= (kA◦�z) ⊗max (kB◦�t)(1ℳ(A) ⊗ 1ℳ(B))
= �z ⊗ �t

(
kA ⊗max kB(1ℳ(A) ⊗ 1ℳ(B))

)
[by (5.15)]

= (� ⊗ �)(z,t)(1ℳ(A⊗maxB)).
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If (x, r)(P × S) ∩ (y, s)(P × S) = ∅, then

xP ∩ yP = ∅ ∨ rS ∩ sS = ∅,

which implies that

�x(1ℳ(A))�y(1ℳ(A)) = 0 ∨ �r(1ℳ(B))�s(1ℳ(B)) = 0

as � and � are left Nica-covariant. Thus, for (5.16), we get

(� ⊗ �)(x,r)(1ℳ(A⊗maxB))(� ⊗ �)(y,s)(1ℳ(A⊗maxB)) = 0.

So, the action � ⊗ � is left Nica-covariant.
Now, consider the pairs (�A, V) and (�B,W). They are indeed the covariant

partial-isometric representations of the systems (A, P, �) and (B, S, �) onH, re-
spectively. We only show this for (�A, V) as the proof for (�B,W) follows sim-
ilarly. We have to show that the pair (�A, V) satis�es the covariance equations
(4.1). We have

Vx�A(a)V∗
x = U(x,eS)�(kA(a))U

∗
(x,eS)

= U(x,eS)�(kA(a))�(1ℳ(A⊗maxB))U
∗
(x,eS)

= U(x,eS)�(kA(a))�(kB(1ℳ(B)))U∗
(x,eS)

= U(x,eS)�(kA(a)kB(1ℳ(B)))U∗
(x,eS)

= �
(
(� ⊗ �)(x,eS)(kA(a)kB(1ℳ(B)))

)

= �
(
�x ⊗ �eS (kA(a)kB(1ℳ(B)))

)

= �
(
kA(�x(a))kB(�eS (1ℳ(B)))

)
[by (5.15)]

= �
(
kA(�x(a))kB(idℳ(B)(1ℳ(B)))

)

= �
(
kA(�x(a))kB(1ℳ(B))

)

= �
(
kA(�x(a))1ℳ(A⊗maxB)

)

= �
(
kA(�x(a))

)
= �A(�x(a))

for all a ∈ A and x ∈ P. Also, by a similar calculation using the covariance of
the pair (�,U), it follows that

�A(a)V∗
xVx = V∗

xVx�A(a).

Consequently, there are nondegenerate representations �A × V and �B ×W of
the algebras A ×piso� P and B ×piso� S onH, respectively, such that

(�A × V)◦iA = �A, �A × V◦iP = V and (�B ×W)◦iB = �B, �B ×W◦iS = W.

Next, we aim to show that the representations �A × V and �B × W have
commuting ranges, from which, it follows that there is a representation (�A ×
V) ⊗max (�B × W) of (A ×piso� P) ⊗max (B ×

piso
� S), which is the desired (non-

degenerate) representation � × U. So, it su�ces to see that the pairs (�A, �B),
(V,W), (V∗,W), (�A,W), and (�B, V) all have commuting ranges. We already
saw that this is indeed true for the �rst three pairs. So, we compute to show
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that this is also true for the pair (�A,W) and skip the similar computation for
the pair (�B, V). We have

Wt�A(a) = U(eP ,t)�(kA(a))
= U(eP ,t)�(kA(a)1ℳ(A⊗maxB))
= U(eP ,t)�(kA(a)kB(1ℳ(B)))
= �

(
(� ⊗ �)(eP ,t)(kA(a)kB(1ℳ(B)))

)
U(eP ,t)

= �
(
�eP ⊗ �t(kA(a)kB(1ℳ(B)))

)
U(eP ,t)

= �
(
kA(�eP(a))kB(�t(1ℳ(B)))

)
U(eP ,t) [by (5.15)]

= �
(
kA(idA(a))kB(�t(1ℳ(B)))

)
U(eP ,t)

= (�◦kA)(a)(�◦kB)
(
�t(1ℳ(B))

)
U(eP ,t)

= �A(a)�B
(
�t(1ℳ(B))

)
Wt

= �A(a)WtW∗
tWt [by the covariance of (�B,W)]

= �A(a)Wt.

Thus, there is a representation (�A × V) ⊗max (�B × W) of (A ×piso� P) ⊗max
(B ×piso� S) onH such that

(�A × V) ⊗max (�B ×W)(� ⊗ �) = (�A × V)(�)(�B ×W)(�)

for all � ∈ (A ×piso� P) and � ∈ (B ×piso� S). Let

� × U = (�A × V) ⊗max (�B ×W),
which is nondegenerate as both representations �A ×V and �B ×W are. Then,
we have

� × U(jA⊗maxB(a ⊗ b)) = � × U(iA(a) ⊗ iB(b))
= (�A × V)(iA(a))(�B ×W)(iB(b))
= �A(a)�B(b)
= �(kA(a))�(kB(b))
= �(kA(a)kB(b)) = �(a ⊗ b).

To see (� × U)◦jP×S = U, we apply the equation

� × U◦(kA×�P ⊗max kB×�S)
= (�A × V) ⊗max (�B ×W)◦(kA×�P ⊗max kB×�S)
= (�A × V) ⊗max (�B ×W),

which is valid by [18, Lemma 2.4]. Therefore, we have

� × U(jP×S(x, t)) = � × U
(
kA×�P(iP(x))kB×�S(iS(t))

)

= � × U
(
kA×�P ⊗max kB×�S(iP(x) ⊗ iS(t))

)

= � × U◦(kA×�P ⊗max kB×�S)(iP(x) ⊗ iS(t))
= (�A × V) ⊗max (�B ×W)(iP(x) ⊗ iS(t))
= (�A × V)(iP(x))(�B ×W)(iS(t))
= VxWt = U(x,eS)U(eP ,t) = U(x,t).
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Finally, as the algebras A ×piso� P and B ×piso� S are spanned by the elements
iP(x)∗iA(a)iP(y) and iS(r)∗iB(b)iS(t), respectively, the algebra

(A ×piso� P) ⊗max (B ×
piso
� S)

is spanned by the elements

[iP(x)∗iA(a)iP(y)] ⊗ [iS(r)∗iB(b)iS(t)],

where, by calculation, we have

[iP(x)∗iA(a)iP(y)] ⊗ [iS(r)∗iB(b)iS(t)] = jP×S(x, r)∗jA⊗maxB(a ⊗ b)jP×S(y, t).

So, the triple
(
(A ×piso� P) ⊗max (B ×

piso
� S), jA⊗maxB, jP×S

)

is a partial-isometric crossed product of the system (A⊗max B, P × S, � ⊗ �). It
thus follows that there is an isomorphism

Γ ∶
(
(A ⊗max B) ×

piso
�⊗� (P × S), iA⊗maxB, iP×S

)
→ (A ×piso� P) ⊗max (B ×

piso
� S)

such that
Γ
(
iP×S(x, r)∗iA⊗maxB(a ⊗ b)iP×S(y, t)

)

= jP×S(x, r)∗jA⊗maxB(a ⊗ b)jP×S(y, t)
= [iP(x)∗iA(a)iP(y)] ⊗ [iS(r)∗iB(b)iS(t)].

This completes the proof. �

Let P be a unital semigroup such that itself and the opposite semigroup Po
are both left LCM. For every y ∈ P, de�ne a map 1y ∶ P → ℂ by

1y(x) = {
1 if x ∈ yP,
0 otherwise,

which is the characteristic function of yP. Each 1y is obviously a function in
l∞(P). Then, since P is right LCM, one can see that we have

1x1y = {
1z if xP ∩ yP = zP,
0 xP ∩ yP = ∅.

Note that, if z̃P = xP ∩ yP = zP, then there is an invertible element u of P
such that z̃ = zu. It therefore follows that s ∈ zP if and only if s ∈ z̃P for
all s ∈ P, which implies that we must have 1z = 1z̃. So, the above equation is
well-de�ned. Also, we clearly have 1∗y = 1y for all y ∈ P. Therefore, if BP is the
C∗-subalgebra of l∞(P) generated by the characteristic functions {1y ∶ y ∈ P},
then we have

BP = span{1y ∶ y ∈ P}.
Note that the algebra BP is abelian and unital, whose unit element is 1e which
is a constant function on P with the constant value 1. One can see that, in fact,
1u = 1e for every u ∈ P∗. In addition, the shift on l∞(P) induces an action
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on BP by injective endomorphisms. More precisely, for every x ∈ P, the map
�x ∶ l∞(P) → l∞(P) de�ned by

�x(f)(t) = {
f(r) if t = xr for some r ∈ P (≡ t ∈ xP),
0 otherwise,

for every f ∈ l∞(P) is an injective endomorphism of l∞(P). Also, the map

� ∶ P → End(l∞(P)); x ↦ �x
is a semigroup homomorphism such that �e = id, which gives us an action of
P on l∞(P) by injective endomorphisms. Since �x(1y) = 1xy for all x, y ∈ P,
�x(BP) ⊂ BP, and therefore the restriction of the action � to BP gives an action

� ∶ P → End(BP)

by injective endomorphisms such that �x(1y) = 1xy for all x, y ∈ P. Note
that �x(1e) = 1x ≠ 1e for all x ∈ P∖P∗. Consequently, we obtain a dynami-
cal system (BP, P, �), for which, we want to describe the corresponding partial-
isometric crossed product (BP ×

piso
� P, iBP , iP). More precisely, we want to show

that the algebra BP ×
piso
� P is universal for bicovariant partial-isometric repre-

sentations of P. Once, we have done this, it would be proper to denote BP×
piso
� P

by C∗bicov(P). So, this actually generalizes [12, Proposition 9.6] from the positive
cones of quasi lattice-ordered groups (in the sense of Nica [24]) to LCM semi-
groups.

To start, for our purpose, we borrow somenotations fromquasi lattice-ordered
groups. For every x, y ∈ P, if xP∩yP = zP for some z ∈ P, whichmeans that z
is a right least common multiple of x and y, then we denote such an element z
by x∨lty, whichmay not be unique. If xP∩yP = ∅, thenwe denote x∨lty = ∞.
Note that we are using the notation ∨lt to indicate that we are treating P as a
right LCM semigroup. But if we are treating P as a left LCM semigroup, thenwe
use the notation ∨rt to distinguish it from ∨lt. Moreover, if F = {x1, x2, ..., xn} is
any �nite subset of P, then �F is written for x1 ∨lt x2 ∨lt ... ∨lt xn. Therefore, if⋂

x∈F xP =
⋂n

i=1 xiP ≠ ∅, �F denotes an element in

{y ∶
n⋂

i=1
xiP = yP},

and if
⋂n

i=1 xiP = ∅, then �F = ∞.

Lemma 5.10. Let P be a unital semigroup such that itself and the opposite semi-
group Po are both left LCM. Let V be any bicovariant partial-isometric represen-
tation of P on a Hilbert spaceH. Then:

(i) there is a (unital) representation�V of BP onH such that�V(1x) = VxV∗
x

for all x ∈ P;
(ii) the pair (�V , V) is a covariant partial-isometric representation of (BP, P, �)

onH.
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Proof. We prove (i) by extending [17, Proposition 1.3 (2)] to LCM semigroups
for the particular family

{Lx ∶= VxV∗
x ∶ x ∈ P}

of projections, which sati�es

Le = 1 and LxLy = Lx∨lty,

where L∞ = 0. To do so, we make some adjustment to the proof of [17, Propo-
sition 1.3 (2)]. De�ne a map

� ∶ span{1x ∶ x ∈ P} → B(H)

by

�(
n∑

i=1
�xi1xi) =

n∑

i=1
�xiLxi =

n∑

i=1
�xiVxiV

∗
xi ,

where �xi ∈ ℂ for each i. It is obvious that � is linear. Next, we show that
‖‖‖‖‖‖‖

∑

x∈F
�xLx

‖‖‖‖‖‖‖
≤

‖‖‖‖‖‖‖

∑

x∈F
�x1x

‖‖‖‖‖‖‖
(5.17)

for any �nite subset F of P. So, it follows that the map � is a well-de�ned
bounded linear map, and therefore, it extends to a bounded linear map of Bp
in B(H) such that 1x ↦ VxV∗

x for all x ∈ P. To see (5.17), we exactly follow
[17, Lemma 1.4] to obtain an expression for the norm of the forms

∑
x∈F �xLx

by using an appropriate set of mutually orthogonal projections. So, if F is any
�nite subset of P, then for every nonempty proper subset A of F, take QLA =
Πx∈F∖A(L�A − L�A∨ltx). Moreover, let QL∅ = Πx∈F(1 − Lx) and QLF = Πx∈FLx =
L�F . Then, exactly by following the proof of [17, Lemma 1.4], we can show
that {QLA ∶ A ⊂ F} is a decomposition of the identity into mutually orthogonal
projections, such that

∑

x∈F
�xLx =

∑

A⊂F
(

∑

x∈A
�x)QLA (5.18)

and
‖‖‖‖‖‖‖

∑

x∈F
�xLx

‖‖‖‖‖‖‖
= max {

|||||||

∑

x∈A
�x

|||||||
∶ A ⊂ F and QLA ≠ 0}. (5.19)

Also, we have a fact similar to [17, Remark 1.5]. Suppose that, similarly, {QA ∶
A ⊂ F} is the decomposition of the identity corresponding to the family of
projections {1x ∶ x ∈ F}. Consider

QA = Πx∈F∖A(1�A − 1�A∨ltx)

for any nonempty proper subset A ⊂ F. If �A ∈ x0P for some x0 ∈ F∖A, then
(�A)P =

⋂
y∈A yP ⊂ x0P which implies that (�A)P ∩ x0P = (�A)P. So, we

have �A ∨lt x0 = �A, and therefore,

1�A − 1�A∨ltx0 = 1�A − 1�A = 0.
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Thus, we get QA = 0. Note that when we say �A ∈ x0P (for some x0 ∈ F∖A),
it means that at least one element in

{z ∶
⋂

y∈A
yP = zP} (5.20)

belongs to x0P, from which, it follows that all elements in (5.20) must belong
to x0P. This is due to the fact that if z, z̃ are in (5.20), then z̃ = zu for some
invertible element u of P. Now, conversely, suppose that

0 = QA = Πx∈F∖A(1�A − 1�A∨ltx).

This implies that we must have QA(r) = 0 for all r ∈ P, in particular, when
r = �A, and hence

0 = QA(r) = Πx∈F∖A
(
1r(r) − 1r∨ltx(r)

)
= Πx∈F∖A

(
1 − 1r∨ltx(r)

)
.

Therefore, there is at least one element x0 ∈ F∖A such that 1r∨ltx0(r) = 1,
which implies that we must have r ∈ (r ∨lt x0)P = rP ∩ x0P. It follows that
�A = r ∈ x0P and therefore, r ∨lt x0 = �A∨lt x0 = �A. Consequently, we have
QA ≠ 0 if and only if

A = {x ∈ F ∶ �A ∈ xP}.
Eventually, we conclude that if QLA ≠ 0, then QA ≠ 0. This is due to the fact
that, if QA = 0, then there is x0 ∈ F∖A such that �A ∈ x0P. Therefore, we get
QLA = 0 as the factor L�A − L�A∨ltx0 in Q

L
A becomes zero. Thus, it follows that

{
|||||||

∑

x∈A
�x

|||||||
∶ A ⊂ F and QLA ≠ 0} ⊂ {

|||||||

∑

x∈A
�x

|||||||
∶ A ⊂ F and QA ≠ 0},

which implies that the inequality (5.17) is valid for any �nite subset F of P. So,
we have a bounded linear map �V ∶ Bp → B(H) (the extension of �) such that
�V(1x) = VxV∗

x for all x ∈ P. Furthermore, since

�V(1x)�V(1y) = VxV∗
xVyV∗

y = Vx∨ltyV
∗
x∨lty = �V(1x∨lty) = �V(1x1y),

and obviously, �V(1x)∗ = �V(1x) = �V(1∗x), it follows that the map �V is ac-
tually a ∗-homomorphism, which is clearly unital. This completes the proof of
(i).

To see (ii), it is enough to show that the pair (�V , V) satis�es the covariance
equations (4.1) on the spanning elements of BP. For all x, y ∈ P, we have

�V(�x(1y)) = 1xy = VxyV∗
xy = VxVy[VxVy]∗ = VxVyV∗

yV∗
x = Vx�V(1y)V∗

x.

Also, since the product of partial isometries Vx and Vy is a partial isometry,
namely,VxVy = Vxy, by [14, Lemma 2], eachV∗

xVx commutes with eachVyV∗
y .

Hence, we have

V∗
xVx�V(1y) = V∗

xVxVyV∗
y = VyV∗

yV∗
xVx = �V(1y)V∗

xVx.

So, we are done with (ii), too. �
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Proposition 5.11. Suppose that P is a unital semigroup such that itself and the
opposite semigroup Po are both left LCM. Then, the map

iP ∶ P → BP ×
piso
� P

is a bicovariant partial-isometric representation of P whose range generates the
C∗-algebra BP ×

piso
� P. Moreover, for every bicovariant partial-isometric repre-

sentation V of P, there is a (unital) representation V∗ of BP ×
piso
� P such that

V∗◦iP = V.

Proof. To see that iP is a bicovariant partial-isometric representation of P, we
only need to show that it satis�es the left Nica covariance condition (5.2). Since

iBP(1y) = iBP(�y(1e)) = iP(y)iBP(1e)iP(y)
∗ = iP(y)iP(y)∗

for all y ∈ P, it follows that iP indeed satis�es (5.2). Then, as the elements
{1y ∶ y ∈ P} generate the algebra BP, the C∗-algebra BP ×

piso
� P is generated by

the elements
iBP(1y)iP(x) = iP(y)iP(y)∗iP(x),

which implies that iP(P) generates BP ×
piso
� P.

Suppose that now V is a bicovariant partial-isometric representation of P on
a Hilbert space H. Then, by Lemma 5.10, there is a covariant partial-isometric
representation (�V , V) of (BP, P, �) onH, such that�V(1x) = VxV∗

x for allx ∈ P.
The corresponding (unital) representation �V ×V of (BP ×

piso
� P, iBP , iP) onH is

the desired representation V∗ which satis�es V∗◦iP = V. �

So, as we mentioned earlier, we denote the algebra BP ×
piso
� P by C∗bicov(P),

which is universal for bicovariant partial-isometric representations of P.
The following remark contains some point which will be applied in the next

corollary and also in the next section.

Remark 5.12. Suppose thatP is a left LCM semigroup. Let (A, P, �) and (B, P, �)
be dynamical systems, and  ∶ A → B a nondegenerate homomorphism such
that  ◦�x = �x◦ for all x ∈ P. Suppose that (A ×piso� P, i) and (B ×piso� P, j)
are the partial-isometric crossed products of the systems (A, P, �) and (B, P, �),
respectively. Now, one can see that the pair (jB◦ , jP) is covariant partial-
isometric representation of (A, P, �) in the algebra B ×piso� P. Hence, there is
a nondegenerate homomorphism

 × P ∶= [(jB◦ ) × jP] ∶ A ×piso� P → B ×piso� P

such that
( × P)◦iA = jB◦ and  × P◦iP = jP.

One can see that if  is an isomorphism, so is  × P.
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Corollary 5.13. Suppose that the unital semigroups P, Po, S, and So are all left
LCM. Then,

C∗bicov(P × S) ≃ C∗bicov(P) ⊗max C∗bicov(S). (5.21)

Proof. Corresponding to the pairs (P, Po) and (S, So) we have the dynamical
systems (BP, P, �) and (BS, S, �) along with their associated C∗-algebras

(
C∗bicov(P) = BP ×

piso
� P, iBP , V

)

and
(
C∗bicov(S) = BS ×

piso
� S, iBS ,W

)
,

respectively. By Theorem 5.9, there is an isomorphism

Γ ∶
(
(BP ⊗ BS) ×

piso
�⊗� (P × S), i(BP⊗BS), T

)
→ (BP ×

piso
� P) ⊗max (BS ×

piso
� S)

such that

Γ
(
i(BP⊗BS)(1x ⊗ 1t)T(p,s)

)
= [iBP(1x)Vp] ⊗ [iBS (1t)Ws]

for all x, p ∈ P and t, s ∈ S. Note that BP ⊗ BS = BP ⊗max BS = BP ⊗min BS
as the algebras BP and BS are abelian. Now, since the unital semigroups P × S
and (P × S)o are both left LCM, we have a dynamical system (B(P×S), P × S, �)
along with its associated C∗-algebra

(
C∗bicov(P × S) = B(P×S) ×

piso
� (P × S), iB(P×S) , U

)
,

where the action � ∶ P × S → End(B(P×S)) is induced by the shift on l∞(P × S)
such that �(p,s)(1(x,t)) = 1(p,s)(x,t) = 1(px,st). Moreover, since there is an isomor-
phism

 ∶ (1x ⊗ 1t) ∈ (BP ⊗ BS) ↦ 1(x,t) ∈ B(P×S)
which satis�es  ◦(� ⊗ �)(p,s) = �(p,s)◦ for all (p, s) ∈ P × S, we have an
isomorphism

Λ ∶ (BP ⊗ BS) ×
piso
�⊗� (P × S) → B(P×S) ×

piso
� (P × S)

such that

Λ◦i(BP⊗BS) = iB(P×S)◦ and Λ◦T = U (see Remark 5.12).

Eventually, the composition

C∗bicov(P × S)
Λ−1
⟶(BP ⊗ BS) ×

piso
�⊗� (P × S)

Γ
⟶C∗bicov(P) ⊗max C∗bicov(S)

of isomorphisms gives the desired isomorphism (5.21), such that

U(p,s) ↦ Vp ⊗Ws

for all (p, s) ∈ P × S. �
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6. Ideals in tensor products
Suppose that P is a left LCM semigroup. Let � and � be the actions of P on

C∗-algebras A and B by extendible endomorphisms, respectively. Then, there
is an action

� ⊗ � ∶ P → End(A ⊗max B)
of P on the maximal tensor product A ⊗max B by extendible endomorphisms
such that (� ⊗ �)x = �x ⊗ �x for all x ∈ P. Note that the extendibility of
�⊗� follows by the extendibility of the actions � and � (see [18, Lemma 2.3]).
Therefore, we obtain a dynamical system (A ⊗max B, P, � ⊗ �). Let (A ⊗max
B)×piso�⊗� P be the partial-isometric crossed product of (A⊗max B, P, �⊗�). Our
main goal in this section is to obtain a composition series

0 ≤ ℐ1 ≤ ℐ2 ≤ (A ⊗max B) ×
piso
�⊗� P

of ideals, and then identify the subquotients

ℐ1, ℐ2 ∕ ℐ1, and ((A ⊗max B) ×
piso
�⊗� P)∕ ℐ2

with familiar terms. To do so, we �rst need to recall the following lemma from
[18]:

Lemma 6.1. [18, Lemma 3.2] Suppose that � and � are extendible endomor-
phisms of C∗-algebras A and B, respectively. If I is an extendible �-invariant
ideal ofA and J is an extendible �-invariant ideal of B, then the ideal I ⊗max J of
A⊗max B is extendible � ⊗ �-invariant.

Remark 6.2. It follows by Lemma 6.1 that if (A, P, �) and (B, P, �) are dynamical
systems, and I is an extendible �x-invariant ideal of A and J is an extendible
�x-invariant ideal of B for every x ∈ P, then I ⊗max J is an extendible (�⊗�)x-
invariant ideal ofA⊗maxB for all x ∈ P. Therefore, by Theorem 4.8, the crossed
product (I⊗max J)×

piso
�⊗� P sits in the algebra (A⊗max B)×

piso
�⊗� P as an ideal (this

will be the ideal ℐ1 shortly later). As an application of this fact, we observe that,
by [27, Proposition B. 30], the short exact sequence

0⟶ J ⟶ B
qJ
⟶B∕J ⟶ 0

gives rise to the short exact sequence

0⟶ A⊗max J ⟶ A⊗max B
idA⊗maxqJ⟶ A⊗max B∕J ⟶ 0, (6.1)

where A ⊗max J is an extendible (� ⊗ �)x-invariant ideal of A ⊗max B for all
x ∈ P. Thus, (6.1) itself by Theorem 4.8 gives rise to the following short exact
sequence

0 → (A⊗max J) ×
piso
�⊗� P

�
→

(
(A⊗max B)×

piso
�⊗� P, i

) �
→

(
(A⊗max B∕J)×

piso
�⊗�̃

P, j
)
,

where �̃ ∶ P → End(B∕J) is the (extendible) action induced by �, and the
surjective homomorphism � is indeed the homomorphism (idA⊗maxqJ) × P
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(see Remark 5.12) such that [(idA⊗maxqJ) × P]◦iP = jP and [(idA⊗maxqJ) ×
P]◦i(A⊗maxB) = j(A⊗maxB∕J)◦(idA⊗maxqJ).

In the following proposition and theorem, for the maximal tensor product
between the C∗-algebras involved, we simply write⊗ for convenience.

Proposition 6.3. Let (A, P, �) and (B, P, �) be dynamical systems, and I an ex-
tendible �x-invariant ideal of A and J an extendible �x-invariant ideal of B for
every x ∈ P. Assume that �̃ ∶ P → End(A∕I) and �̃ ∶ P → End(B∕J) are the
actions induced by � and �, respectively. Then, the following diagram

0 0 0

0 (I ⊗ J) ×piso�⊗� P (I ⊗ B) ×piso�⊗� P (I ⊗ B∕J) ×piso
�⊗�̃

P 0

0 (A ⊗ J) ×piso�⊗� P (A ⊗ B) ×piso�⊗� P (A ⊗ B∕J) ×piso
�⊗�̃

P 0

0 (A∕I ⊗ J) ×piso�̃⊗� P (A∕I ⊗ B) ×piso�̃⊗� P (A∕I ⊗ B∕J) ×piso
�̃⊗�̃

P 0

0 0 0

�1

'1
q × P

�2

'2 '3
�3

(6.2)
commutes, where

�1 ∶= (idI⊗qJ) × P, �2 ∶= (idA⊗qJ) × P, �3 ∶= (idA∕I⊗qJ) × P,

and

'1 ∶= (qI ⊗ idJ) × P, '2 ∶= (qI ⊗ idB) × P, and '3 ∶= (qI ⊗ idB∕J) × P.

Also, there is a surjective homomorphism q ∶ A ⊗ B → (A∕I) ⊗ (B∕J) which
intertwines the actions �⊗� and �̃⊗�̃, and therefore, we have a homomorphism
q × P of (A ⊗ B) ×piso�⊗� P onto (A∕I ⊗ B∕J) ×piso

�̃⊗�̃
P induced by q. Moreover, we

have

ker(q × P) = (A ⊗ J) ×piso�⊗� P + (I ⊗ B) ×piso�⊗� P. (6.3)

Proof. First of all, in the diagram, each row as well as each column is obtained
by a similar discussion to Remark 6.2, and hence, it is exact.
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Next, for the quotientmaps qI ∶ A → A∕I and qJ ∶ B → B∕J, by [27, Lemma
B. 31], there is a homomorphism qI ⊗qJ ∶ A⊗B → (A∕I) ⊗ (B∕J), which we
denote it by q, such that

q(a ⊗ b) = (qI ⊗ qJ)(a ⊗ b) = qI(a) ⊗ qJ(b) = (a + I) ⊗ (b + J)
for all a ∈ A and b ∈ B. It is obviously surjective. Moreover,

q((� ⊗ �)x(a ⊗ b)) = q((�x ⊗ �x)(a ⊗ b))
= q(�x(a) ⊗ �x(b))
= (�x(a) + I) ⊗ (�x(b) + J)
= �̃x(a + I) ⊗ �̃x(b + J)
= (�̃x ⊗ �̃x)((a + I) ⊗ (b + J))
= (�̃ ⊗ �̃)x(q(a ⊗ b))

(6.4)

for all x ∈ P. Therefore, by Remark 5.12, there is a (nondegenerate) homomor-
phism

q × P ∶
(
(A ⊗ B) ×piso�⊗� P, i

)
→

(
(A∕I ⊗ B∕J) ×piso

�̃⊗�̃
P, k

)

such that

(q × P)◦i(A⊗B) = k(A∕I⊗B∕J)◦q and q × P◦iP = kP.
One can easily see that as q is surjective, so is q × P.

Now, an inspection on spanning elements shows that the diagramcommutes.
Finally, to see (6.3), we only show that

ker(q × P) ⊂ (A ⊗ J) ×piso�⊗� P + (I ⊗ B) ×piso�⊗� P

as the other inclusion can be veri�ed easily. To do so, take a nondegenerate
representation

� ∶ (A ⊗ B) ×piso�⊗� P → B(H)
with

ker � = (A ⊗ J) ×piso�⊗� P + (I ⊗ B) ×piso�⊗� P.

Then, de�ne a map � ∶ (A∕I ⊗ B∕J) → B(H) by �(q(�)) = �(i(A⊗B)(�)) for all
� ∈ (A ⊗ B). Since

(A ⊗ J) + (I ⊗ B) = ker q ⊂ ker(�◦i(A⊗B)),
it follows that the map � is well-de�ned, which is actually a nondegenerate
representation. Also, the composition

P
iP⟶ℳ

(
(A ⊗ B) ×piso�⊗� P

) �
⟶B(H)

gives a (right) Nica partial-isometric representationW ∶ P → B(H). Now, by
applying the covariance equations of the pair (i(A⊗B), iP) and (6.4), one can see
that the pair (�,W) is a covariant partial-isometric representation of (A∕I ⊗
B∕J, P, �̃ ⊗ �̃) onH. The corresponding representation � ×W lifts to �, which
means that (� ×W)◦(q × P) = �, and therefore, we have

ker(q × P) ⊂ ker � = (A ⊗ J) ×piso�⊗� P + (I ⊗ B) ×piso�⊗� P.
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Thus, the equation (6.3) holds. �

Theorem 6.4. Let (A, P, �) and (B, P, �) be dynamical systems, and I an ex-
tendible �x-invariant ideal of A and J an extendible �x-invariant ideal of B for
every x ∈ P. Assume that �̃ ∶ P → End(A∕I) and �̃ ∶ P → End(B∕J) are the
actions induced by � and �, respectively. Then, there is a composition series

0 ≤ ℐ1 ≤ ℐ2 ≤ (A ⊗ B) ×piso�⊗� P

of ideals, such that:
(i) the ideal ℐ1 is (isomorphic to) (I ⊗ J) ×piso�⊗� P;

(ii) ℐ2 ∕ ℐ1 ≃ (A∕I ⊗ J) ×piso�̃⊗� P ⊕ (I ⊗ B∕J) ×piso
�⊗�̃

P ;

(iii) the surjection q×P induces an isomorphism of
(
(A⊗B)×piso�⊗� P

)
∕ ℐ2 onto

(A∕I ⊗ B∕J) ×piso
�̃⊗�̃

P.

Proof. For (i), as we mentioned in Remark 6.2, I ⊗J is an extendible (�⊗�)x-
invariant ideal of A ⊗ B for all x ∈ P. Therefore, by Theorem 4.8, the crossed
product (I ⊗ J) ×piso�⊗� P sits in the algebra (A⊗B)×piso�⊗� P as an ideal, which we
denote it by ℐ1.

To get (ii), we �rst de�ne

ℐ2 ∶= (A ⊗ J) ×piso�⊗� P + (I ⊗ B) ×piso�⊗� P,

which is an ideal of (A ⊗ B) ×piso�⊗� P as each summand is. Note that we have

[(A ⊗ J) ×piso�⊗� P] ∩ [(I ⊗ B) ×piso�⊗� P] = (I ⊗ J) ×piso�⊗� P.

So, it follows that (see the diagram (6.2))
ℐ2 ∕ ℐ1
=

[
(A ⊗ J) ×piso�⊗� P + (I ⊗ B) ×piso�⊗� P

]
∕(I ⊗ J) ×piso�⊗� P

=
[
(A ⊗ J) ×piso�⊗� P

]
∕[(I ⊗ J) ×piso�⊗� P] ⊕

[
(I ⊗ B) ×piso�⊗� P

]
∕[(I ⊗ J) ×piso�⊗� P]

≃ [(A ⊗ J)∕(I ⊗ J)] ×piso
�̃⊗�

P ⊕ [(I ⊗ B)∕(I ⊗ J)] ×piso
�̃⊗�

P

≃ (A∕I ⊗ J) ×piso�̃⊗� P ⊕ (I ⊗ B∕J) ×piso
�⊗�̃

P.

Finally, for (iii), we recall from Proposition (6.3) that we have a surjective ho-
momorphism

q × P ∶ (A ⊗ B) ×piso�⊗� P → (A∕I ⊗ B∕J) ×piso
�̃⊗�̃

P

with
ker(q × P) = (A ⊗ J) ×piso�⊗� P + (I ⊗ B) ×piso�⊗� P = ℐ2 .

Therefore, we have
(
(A ⊗ B) ×piso�⊗� P

)
∕ ℐ2 =

(
(A ⊗ B) ×piso�⊗� P

)
∕ ker(q × P)

≃ (A∕I ⊗ B∕J) ×piso
�̃⊗�̃

P.
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�

7. An application
In this section, as an application, we will consider the dynamical system

(C∗(Gp,q), ℕ
2, �) studied in [19], where ℕ2 is the positive cone of the abelian

lattice-ordered group ℤ2. Let p and q be distinct odd primes, and consider the
subgroup

Gp,q ∶= {np−kq−l ∶ n, k, l ∈ ℤ}∕ℤ

of ℚ∕ℤ. There is an averaging type action � of ℕ2 on the group C∗-algebra
C∗(Gp,q) by endomorphisms, such that on the canonical generating unitaries
{ur ∶ r ∈ Gp,q} of C∗(Gp,q) we have

�(m,n)(ur) =
1

pmqn
∑

{s∈Gp,q∶pmqns=r}
us (7.1)

for all (m, n) ∈ ℕ2. Let ℤp be the compact topological ring of p-adic inte-
gers (similarly for ℤq). See in [19, Lemma 1.1] that by the Fourier transform
C∗(Gp,q) ≃ C(ℤp ×ℤq), the action � corresponds to the action � of ℕ2 on
C(ℤp ×ℤq) by endomorphisms, such that

�(m,n)(f)(x, y) = {
f(p−mq−nx, p−mq−ny) if x ∈ pmqn ℤp and y ∈ pmqn ℤq,
0 otherwise

(7.2)

for all (m, n) ∈ ℕ2 and f ∈ C(ℤp ×ℤq). Therefore, to study the partial-
isometric crossed product C∗(Gp,q) ×

piso
� ℕ2 of the system (C∗(Gp,q), ℕ

2, �), it

is enough to study the crossed product C(ℤp ×ℤq) ×
piso
� ℕ2 of the correspond-

ing system (C(ℤp ×ℤq), ℕ
2, �). Firstly, we have C(ℤp ×ℤq) ≃ C(ℤp)⊗C(ℤq),

and recall that the action � decomposes as the tensor product 
 ⊗ � ∶ ℕ2 →
End

(
C(ℤp) ⊗ C(ℤq)

)
of two actions of ℕ2, such that


(m,n)(g)(x) = {
g(p−mq−nx) if x ∈ pmqn ℤp,
0 otherwise

(7.3)

for all (m, n) ∈ ℕ2 and g ∈ C(ℤp) (similarly for � ∶ ℕ2 → End
(
C(ℤq)

)
). It thus

follows thatC(ℤp ×ℤq)×
piso
� ℕ2 ≃

(
C(ℤp)⊗C(ℤq)

)
×piso
⊗�ℕ

2, for whichwewant
to apply Theorem 6.4. To do so, consider the extendible 
-invariant ideal I ∶=
C0(ℤp ∖{0}) of C(ℤp) and the extendible �-invariant ideal J ∶= C0(ℤq ∖{0}) of
C(ℤq) as in [19]. Now, by applying Theorem 6.4 to the systems (C(ℤp), ℕ

2, 
)
and (C(ℤq), ℕ

2, �) along with the ideals I and J, we get the following theorem
which is the partial-isometric version of [19, Theorem 2.2]:
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Theorem 7.1. There are ideals ℐ1 and ℐ2 in

C(ℤp ×ℤq) ×
piso
� ℕ2 ≃

(
C(ℤp) ⊗ C(ℤq)

)
×piso
⊗� ℕ

2

which form the composition series

0 ≤ ℐ1 ≤ ℐ2 ≤ C(ℤp ×ℤq) ×
piso
� ℕ2 (7.4)

of ideals, such that:
(a) ℐ1 ≃ A⊗max A⊗C(U(ℤp) × U(ℤq)),
(b) ℐ2 ∕ ℐ1 ≃

(
A⊗max

[
C(U(ℤp))×

piso
�p,q ℕ

])
⊕

(
A⊗max

[
C(U(ℤq))×

piso
�q,pℕ

])
,

and
(c)

(
C(ℤp ×ℤq) ×

piso
� ℕ2

)
∕ ℐ2 ≃ T(ℤ2) ≃ T(ℤ) ⊗ T(ℤ),

where U(ℤp) is the group of the multiplicatively invertible elements in ℤp (sim-
ilarly for U(ℤq)), �p,q is the action of ℕ on the algebra C(U(ℤp)) by automor-
phisms such that �p,qn (f)(x) = f(q−nx) (similarly for �q,p), and the algebra
A is a full corner in the algebra K(l2(ℕ) ⊗ c) of compact operators, in which
c = Bℕ = span{1n ∶ n ∈ ℕ}.

Proof. For the proof, we apply Theorem 6.4 to the systems (C(ℤp), ℕ
2, 
) and

(C(ℤq), ℕ
2, �) with the ideals I = C0(ℤp ∖{0}) and J = C0(ℤq ∖{0}). Therefore,

we have
ℐ1 ∶=

[
C0(ℤp ∖{0}) ⊗ C0(ℤq ∖{0})

]
×piso
⊗� ℕ

2,
and

ℐ2 ∶=
[
C0(ℤp ∖{0}) ⊗ C(ℤq)

]
×piso
⊗� ℕ

2+
[
C(ℤp) ⊗ C0(ℤq ∖{0})

]
×piso
⊗� ℕ

2,

from which, we obtain the composition series (7.4) of ideals.
Next, to identify the subquotientswith familiar terms, we startwith (c). First,

by (iii) in Theorem 6.4, we have
(
C(ℤp ×ℤq) ×

piso
� ℕ2

)
∕ ℐ2

≃
([
C(ℤp)∕C0(ℤp ∖{0})

]
⊗

[
C(ℤq)∕C0(ℤq ∖{0})

])
×piso

̃⊗�̃

ℕ2 .

Then, as

C(ℤp)∕C0(ℤp ∖{0}) ≃ ℂ ≃ C(ℤq)∕C0(ℤq ∖{0}) (see [19]),
we get
(
C(ℤp ×ℤq) ×

piso
� ℕ2

)
∕ ℐ2 ≃ (ℂ⊗ℂ) ×pisoid⊗ id ℕ

2 ≃ ℂ×pisoid ℕ2 ≃ T(ℤ2),

where the bottom line follows from Example 4.9 as (ℤ2, ℕ2) is abelian (see also
the remark prior to [28, Lemma 5.4]). Also, by applying Theorem 5.9,

T(ℤ2) ≃ ℂ×pisoid ℕ2 ≃ (ℂ⊗ℂ) ×pisoid⊗ id ℕ
2

≃ (ℂ×pisoid ℕ) ⊗ (ℂ×pisoid ℕ) ≃ T(ℤ) ⊗ T(ℤ),

where ℂ×pisoid ℕ ≃ T(ℤ) is known by [4, Example 4.3]. So, we are done with
(c).
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To get (a), �rst, by [19, Corollary 2.4], there is an isomorphism

C0(ℤp ∖{0}) ≃ c0 ⊗C(U(ℤp)),

where c0 = span{1n − 1m ∶ n,m ∈ ℕ with n < m} = C0(ℕ). By this isomor-
phism, the action 
 corresponds to the tensor product action � ⊗ �p,q, where
� is the action of ℕ on c0 by forward shifts (similarly for C0(ℤq ∖{0}) and the
action �). Therefore, we have an isomorphism (see the ideal ℐ1)

C0(ℤp ∖{0}) ⊗ C0(ℤq ∖{0}) ≃ c0 ⊗ c0 ⊗C(U(ℤp)) ⊗ C(U(ℤq))
≃ C0(ℕ×ℕ) ⊗ C(U(ℤp) × U(ℤq))
≃ C0(ℕ×ℕ×U(ℤp) × U(ℤq))

which takes each endomorphism (
 ⊗ �)(m,n) to �m ⊗ �n ⊗ �p,qn ⊗ �q,pm . So, it
follows that

ℐ1 ≃
[
C0(ℕ×ℕ) ⊗ C(U(ℤp) × U(ℤq))

]
×piso(�⊗�)⊗(�p,q⊗�q,p) ℕ

2 .

Moreover, there is an automorphismΦ of C0(ℕ×ℕ)⊗C(U(ℤp) ×U(ℤq)) such
that we have

Φ◦(�m ⊗ �n ⊗ �p,qn ⊗ �q,pm ) = �m ⊗ �n ⊗ id⊗ id (see again [19]).
The automorphism Φ then induces the isomorphism

ℐ1 ≃
[
C0(ℕ×ℕ) ⊗ C(U(ℤp) × U(ℤq))

]
×piso(�⊗�)⊗id ℕ

2 .

Next, we need to show that
[
C0(ℕ×ℕ) ⊗ C(U(ℤp) × U(ℤq))

]
×piso(�⊗�)⊗id ℕ

2

≃
[
C0(ℕ×ℕ) ×

piso
�⊗� ℕ

2 ] ⊗ C(U(ℤp) × U(ℤq)).

We skip the proof as it is routine and refer readers to Remark 7.4 for an indica-
tion on the proof. Also, by applying Theorem 5.9,

C0(ℕ×ℕ) ×
piso
�⊗� ℕ

2 ≃ (c0 ⊗ c0) ×
piso
�⊗� ℕ

2 ≃ (c0 ×
piso
� ℕ) ⊗max (c0 ×

piso
� ℕ),

and hence, we get

ℐ1 ≃ (c0 ×
piso
� ℕ) ⊗max (c0 ×

piso
� ℕ) ⊗ C(U(ℤp) × U(ℤq)).

Finally, see in [4, Example 4.3] that the algebra c0 ×
piso
� ℕ is a full corner in

the algebra K(l2(ℕ) ⊗ c) of compact operators. More precisely, let P be the
projection inℳ(K(l2(ℕ) ⊗ c)) ≃ ℒ(l2(ℕ) ⊗ c) de�ned by

P(�)(n) = �n(1)�(n) = 1n�(n) for all � ∈ l2(ℕ) ⊗ c,

where � is the action of ℕ on the algebra c by forward shifts. Then, c0 ×
piso
� ℕ is

isomorphic to the full corner PK(l2(ℕ)⊗c)P, which we denote it byA. Thus,
we have

ℐ1 ≃ A⊗max A⊗C(U(ℤp) × U(ℤq)).
At last, to see (b), we �rst apply (ii) in Theorem 6.4 to get

ℐ2 ∕ ℐ1 ≃
[
C0(ℤp ∖{0})⊗C(ℤq)∕J

]
×piso

⊗�̃

ℕ2⊕
[
C(ℤp)∕I⊗C0(ℤq ∖{0})

]
×piso
̃⊗�ℕ

2,
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and since C(ℤq)∕J ≃ ℂ ≃ C(ℤp)∕I, we have

ℐ2 ∕ ℐ1 ≃
[
C0(ℤp ∖{0}) ⊗ ℂ

]
×piso
⊗id ℕ

2⊕
[
ℂ⊗C0(ℤq ∖{0})

]
×pisoid⊗� ℕ

2

≃
(
C0(ℤp ∖{0}) ×

piso

 ℕ2

)
⊕

(
C0(ℤq ∖{0}) ×

piso
� ℕ2

)
.

Then, by applying [19, Corollary 2.4] and Theorem 5.9 (see also the proof of
(a)), for the crossed product

(
C0(ℤp ∖{0}) ×

piso

 ℕ2

)
, we have

C0(ℤp ∖{0}) ×
piso

 ℕ2 ≃

(
c0 ⊗C(U(ℤp))

)
×piso�⊗�p,q (ℕ×ℕ)

≃
[
c0 ×

piso
� ℕ

]
⊗max

[
C(U(ℤp)) ×

piso
�p,q ℕ

]

≃ A⊗max
[
C(U(ℤp)) ×

piso
�p,q ℕ

]
.

Similarly,

C0(ℤq ∖{0}) ×
piso
� ℕ2 ≃ A⊗max

[
C(U(ℤq)) ×

piso
�q,p ℕ

]
.

Therefore, it follows that

ℐ2 ∕ ℐ1 ≃
(
A⊗max

[
C(U(ℤp)) ×

piso
�p,q ℕ

])
⊕

(
A⊗max

[
C(U(ℤq)) ×

piso
�q,p ℕ

])
.

This completes the proof. �

Remark 7.2. Recall that, if m and n are relatively prime integers, then m ∈
U(ℤ∕nℤ) (similarly n ∈ U(ℤ∕mℤ)). Let on(m) denote the order of m in
U(ℤ∕nℤ). Since p and q in Theorem 7.1 are distinct odd primes, it follows by
[19, Theorem 3.1] that there is a positive integer L = Lp(q) such that

opl(q) = {
op(q) if 1 ≤ l ≤ L,
pl−Lop(q) if l > L.

(7.5)

Now, since the action �p,q of ℕ on the algebra C(U(ℤp)) is given by automor-
phisms, it follows by [4, Theorem 4.1] that the algebra of compact operators
K(l2(ℕ)) ⊗ C(U(ℤp)) sits in C(U(ℤp)) ×

piso
�p,q ℕ as an ideal, such that

[
C(U(ℤp)) ×

piso
�p,q ℕ

]/[
K(l2(ℕ)) ⊗ C(U(ℤp))

]

≃ C(U(ℤp)) ×iso�p,q ℕ ≃ C(U(ℤp)) ×�p,q ℤ .

But, again by [19, Theorem 3.1], the classical crossed product C(U(ℤp))×�p,q ℤ
is the direct sum of pLp(q)−1(p − 1)∕op(q) Bunce-Deddens algebras with super-
natural number op(q)p∞. Similarly,

[
C(U(ℤq)) ×

piso
�q,p ℕ

]/[
K(l2(ℕ)) ⊗ C(U(ℤq))

]

≃ C(U(ℤq)) ×iso�q,p ℕ ≃ C(U(ℤq)) ×�q,p ℤ,

whereC(U(ℤq))×�q,pℤ is the direct sumof qLq(p)−1(q−1)∕oq(p)Bunce-Deddens
algebras with supernatural number oq(p)q∞. Readers are referred to [8, 9, 10]
on Bunce-Deddens algebras. However, we will provide a quick recall on these
algebras shortly later.
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Next, we would like to analyze the crossed product C(U(ℤp)) ×
piso
�p,q ℕ in The-

orem 7.1 more. Recall from [19] that if Γ is the closed subgroup of U(ℤp)
generated by q, then it is invariant under multiplication by powers of q. It
thus follows that the ideal C(Γ) of C(U(ℤp)) is �p,q-invariant. Note that the
same facts hold for each closed subset xΓ of U(ℤp) and each ideal C(xΓ) of
C(U(ℤp)), where x ∈ U(ℤp). Moreover, since U(ℤp) is the disjoint union of
N ∶= pLp(q)−1(p − 1)∕op(q) closed invariant subsets of the form xΓ, C(U(ℤp))
is the direct sum of N �p,q-invariant ideals of the form C(xΓ). Now, since each
idealC(xΓ), as well as the algebraC(U(ℤp)), is unital and the action �p,q ofℕ is
given by automorphisms, it is not di�cult to see that each algebra C(xΓ) is ac-
tually an extendible �p,q-invariant ideal of C(U(ℤp)). Therefore, each crossed
product C(xΓ)×piso�p,q ℕ sits in C(U(ℤp)) ×

piso
�p,q ℕ as an ideal by Theorem 4.8 or [5,

Theorem 3.1]. Also, calculation shows that

C(U(ℤp)) ×
piso
�p,q ℕ ≃

(
C(x1Γ) ×

piso
�p,q ℕ

)
⊕ ⋅ ⋅ ⋅ ⊕

(
C(xNΓ) ×

piso
�p,q ℕ

)
, (7.6)

where one may take x1 to be 1, the unit element of the group U(ℤp). Now,
since for every x ∈ U(ℤp), the closed subsets Γ and xΓ of U(ℤp) are homeo-
morphic, there is an isomorphism  ∶ C(Γ) → C(xΓ) of C∗-algebras such that
�p,qn ◦ =  ◦�p,qn for all n ∈ ℕ. The isomorphism  then induces an isomor-
phism between crossed products C(Γ) ×piso�p,q ℕ and C(xΓ) ×piso�p,q ℕ (see Remark
5.12). So, this fact and (7.6) imply that the crossed product C(U(ℤp)) ×

piso
�p,q ℕ

is actually isomorphic to the direct sum of N ideals C(Γ) ×piso�p,q ℕ. At last, we
want to have a familiar description for the crossed product C(Γ) ×piso�p,q ℕ. To do
so, we need to recall on Bunce-Deddens algebras quickly. These algebras were
�rst de�ned in [8] as the C∗-algebras related to certain weighted shift operators
on the Hilbert space l2(ℕ). They were then identi�ed as the classical crossed
products by (automorphic) actions induced by the odometer map (see [10, 19]).
Suppose that {ni}∞i=0 is a strictly increasing sequence of positive integers, such
that ni divides ni+1 for all i. Note that one can assume that n0 = 1 without loss
of generality. For every i ≥ 0, let mi = ni+1∕ni, and then consider the Cantor
setK given by the model

K =
∞∏

i=0
{0, 1, ..., mi − 1}.

The odometermap onK, namelyO ∶ K → K, is given by addition of (1, 0, 0, ...)
with carry over to the right. For example,

O(m0 − 1,m1 − 1, 0, 0, 0, ...) = (0, 0, 1, 0, 0, ...).

So, it induces an action � of ℤ on the algebra C(K) by automorphisms, such
that the classical crossed product C(K) ×� ℤ is a Bunce-Deddens algebra with
supernatural number Πi≥0 mi. Now, in particular, for the sequence

{ni}∞i=0 = {1, d, dp, dp2, dp3, ...},
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the Cantor setK is

K = {0, 1, ..., d − 1} ×
∞∏

i=1
{0, 1, ..., p − 1},

where d = op(q). Then, there is a homeomorphism of K onto the closed
subgroup Γ, which induces an isomorphism ' of C(K) onto C(Γ) such that
'◦�n = �p,qn ◦' for all n ∈ ℕ (see [19]). Therefore, each ideal C(Γ) ×piso�p,q ℕ is
actually isomorphic to the partial-isometric crossed product C(K) ×piso� ℕ (see
Remark 5.12). Consequently, the algebraC(U(ℤp))×

piso
�p,qℕ is in fact isomorphic

to the direct sum of N crossed products C(K) ×piso� ℕ. Note that, since the ac-
tion � is automorphic, by [4, Theorem 4.1], C(K)×piso� ℕ contains the algebra of
compact operatorsK(l2(ℕ))⊗C(K) as an ideal, such that the quotient algebra

[
C(K) ×piso� ℕ

]/[
K(l2(ℕ)) ⊗ C(K)

]
≃ C(K) ×iso� ℕ ≃ C(K) ×� ℤ

is a Bunce-Deddens algebra with supernatural number op(q)p∞. By swapping
the roles ofp and q, similarly, the algebraC(U(ℤq))×

piso
�q,pℕ is indeed isomorphic

to the direct sum of qLq(p)−1(q −1)∕oq(p) crossed products C(K̃) ×
piso
�̃ ℕ, where

K̃ = {0, 1, ..., oq(p) − 1} ×
∞∏

i=1
{0, 1, ..., q − 1},

and �̃ is the action of ℤ on C(K̃) by automorphisms induced by the odometer
map on K̃. Also, the quotient algebra (again by [4, Theorem 4.1])

[
C(K̃) ×piso�̃ ℕ

]/[
K(l2(ℕ)) ⊗ C(K̃)

]
≃ C(K̃) ×iso�̃ ℕ ≃ C(K̃) ×�̃ ℤ

is a Bunce-Deddens algebra with supernatural number oq(p)q∞. Therefore, we
have actually proved the following corollary as a re�nement of Theorem 7.1:

Corollary 7.3. There are ideals ℐ1 and ℐ2 in

C(ℤp ×ℤq) ×
piso
� ℕ2 ≃

(
C(ℤp) ⊗ C(ℤq)

)
×piso
⊗� ℕ

2

which form the composition series

0 ≤ ℐ1 ≤ ℐ2 ≤ C(ℤp ×ℤq) ×
piso
� ℕ2 (7.7)

of ideals, such that:
(a) ℐ1 ≃ A⊗max A⊗C(U(ℤp) × U(ℤq)),
(b) ℐ2 ∕ ℐ1 ≃ (A⊗maxC) ⊕ (A⊗maxD), and
(c)

(
C(ℤp ×ℤq) ×

piso
� ℕ2

)
∕ ℐ2 ≃ T(ℤ2) ≃ T(ℤ) ⊗ T(ℤ),

where U(ℤp) is the group of the multiplicatively invertible elements in ℤp (sim-
ilarly for U(ℤq)), the algebra A is a full corner in the algebra K(l2(ℕ) ⊗ c) of
compact operators, the algebraC is the direct sum ofpLp(q)−1(p−1)∕op(q) crossed
productsC(K)×piso� ℕ, and the algebraD is the direct sum of qLq(p)−1(q−1)∕oq(p)
crossed products C(K̃) ×piso�̃ ℕ.



104 SAEID ZAHMATKESH

Remark 7.4. To see that for any C∗-algebra A,

(C0(ℕ×ℕ) ⊗ A) ×piso(�⊗�)⊗id ℕ
2 ≃

(
C0(ℕ×ℕ) ×

piso
�⊗� ℕ

2 ) ⊗max A,

let (jC0(ℕ×ℕ), jℕ2) be the canonical covariant partial-isometric pair of the system
(C0(ℕ×ℕ), ℕ

2, � ⊗ �) in the algebra B ∶= C0(ℕ×ℕ) ×
piso
�⊗� ℕ

2. Suppose that iB
and iA are the canonical nondegenerate homomorphisms of the algebras B and
A in themultiplier algebraℳ(B⊗maxA), respectively (see [27, TheoremB.27]).
Consider the homomorphism given by the composition

C0(ℕ×ℕ)
jC0(ℕ×ℕ)⟶ B

iB⟶ℳ(B ⊗max A).

Then, the ranges of (iB◦jC0(ℕ×ℕ)) and iA commute, and therefore, there is a
homomorphism kC0(ℕ×ℕ)⊗A ∶= (iB◦jC0(ℕ×ℕ)) ⊗max iA of C0(ℕ×ℕ) ⊗ A in
ℳ(B ⊗max A) such that

kC0(ℕ×ℕ)⊗A(f ⊗ a) = iB(jC0(ℕ×ℕ)(f))iA(a) = jC0(ℕ×ℕ)(f) ⊗ a

for all f ∈ C0(ℕ×ℕ) and a ∈ A. One can see that kC0(ℕ×ℕ)⊗A is indeed non-
degenerate. Next, let kℕ2 be the map de�ned by the composition

ℕ2
jℕ2⟶ℳ(B)

iB⟶ℳ(B ⊗max A).

It is not di�cult to see that kℕ2 is a (right) Nica partial-isometric representation.
Now, it is routine for one to check that the triple (B ⊗max A, kC0(ℕ×ℕ)⊗A, kℕ2)
is a partial-isometric crossed product for the system

(
C0(ℕ×ℕ) ⊗ A,ℕ2, (� ⊗

�) ⊗ id
)
. Therefore, there is an isomorphism

(
(C0(ℕ×ℕ)⊗A) ×piso(�⊗�)⊗id ℕ

2, iC0(ℕ×ℕ)⊗A, iℕ2
) Υ
≃

(
C0(ℕ×ℕ) ×

piso
�⊗� ℕ

2 )⊗max A

such that
Υ
(
iC0(ℕ×ℕ)⊗A(f ⊗ a)iℕ2(m, n)

)
= kC0(ℕ×ℕ)⊗A(f ⊗ a)kℕ2(m, n)
= iB(jC0(ℕ×ℕ)(f))iA(a)iB(jℕ2(m, n))
= iB(jC0(ℕ×ℕ)(f))iB(jℕ2(m, n))iA(a)
= iB(jC0(ℕ×ℕ)(f)jℕ2(m, n))iA(a)
= [jC0(ℕ×ℕ)(f)jℕ2(m, n)] ⊗ a.
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