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Abstract. The concept of ‘information’ is one of the most fundamental ones
in computer science. Nevertheless it has not undergone a clear foundation that
may compete with foundations in other scientific fields, especially in mathemat-
ics. Instead, there are many different approaches found in the literature which are
specifically taylored to problem spaces. Since a general solution of the founda-
tional issue seems to be out of focus at the moment, we concentrate in this paper
on questions for a conceptualization that is centered around an understanding in
the context of extractions of material out of publications as stored in publication
databases maintained by publishing houses or database providers like Zentralblatt
MATH.

1. Introduction

According to Thomas Kuhn’s famous theory of scientific revolutions [34], it is a significant
phenomenon of scientific developments that there are episodes in which ‘normal science’ just
develops by increasing and cumulating achievements on topics of which a community shares
an understanding and is especially interested in. It is then a common behavior of ‘normal
science’ that problems occurring find their solutions within the conceptual and methodological
framework of the paradigm which in turn gives raise to subsequent investigations. In this
sense a scientific field just develops for some times. This was the situation in logic for more
than 2,000 years starting with Aristotle. Even Kant in the 18th century was convinced that
logic in the shape of the Aristotle’s syllogisms has reached its final stage not being able of
further development (see [32, B VIII]).

But when more severe problems show, deeper insight into the objects under consideration
are gained, and new developments transcent the agreed stock of methods with which the
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previous problems have been tackled, there evolves an increasing demand for clarifications and
justification of the basics of the underlying paradigms. This demand aims at a specification
of the fundamental concepts along with a clarification of their basic properties which is
finally complemented by a methodological reflection. It is worth noting in this context that
the requirement of a methodological reflection in this sense has even been posed for the
philosophical system of Immanuel Kant as a whole; see [26].

In mathematics a considerable amount of investigations of that kind is subject of so-called
meta-mathematics determining the allowed construction methods along with investigation of
the (principal) limitations of a given methodology. It is worth mentioning – and it is a special
peculiarity in mathematics – that meta-mathematical considerations can be developed inside
the system itself, i.e. within logics. This is especially a consequence of the fact that via coding
essential parts of meta-mathematical considerations may be dealt with within the framework
of logic itself.

And then there are non-cumulative developmental episodes science in which an older
paradigm is replaced in whole or in part by an incompatible new one or a new field of
activities is envisaged. A change of paradigms is often the result, if the problems that have
been faced appear unsurmountable, lack a plausible justification, or show unforeseen behavior
which then results in a scientific crisis. It then causes an even increased need for foundational
issues.

The foundational crisis in mathematics in the late 19th century reinforced by the detec-
tion of paradoxes is an example for such a scientific development. The subsequent revision
installed a new paradigm, under which logic separated from philosophy and – initiated by
Frege’s Begriffsschrift [23] – finally became a formal theory of truth and proof. This change
of paradigms turned out to be highly successful and finally led to a new foundation of mathe-
matics based on logics. In the sequel logic even became ‘the’ model for justified foundations,
not only in mathematics.

In the field of computer science we may identify a situation in which a clarification of the
central concepts is increasingly demanded. It is broadly agreed upon that computer science
has not yet reached such a satisfactory foundation according to these fundamentals. Some
special subfields may have inherited foundational justification though by explicitly relying
on external fields such as ‘complexity theory’ on logic or are rather tied to engineering,
respectively. It is, however, especially true for one key subpart: information science. However,
we end with rather structural dependencies for a justified model for retrieval – and no exact
model for its behavior!

Even a short occupation with possible meanings of the term ‘information’ will imme-
diately bring to light that very different and wide-spread understandings of the concept of
information have evolved. “There is no accepted science of information” so the opening
remark in the preface of the monography of Barwise and Seligman [3]. And as a broadly
accepted science of information is not envisaged by now, a commonly acknowledged theory
of information processing is out of sight as well. Compared to mathematics we are presently
in a ‘pre-Tarskian’ stage of development. It is the intention of this paper to exhibit the
grounds from which a theory of ‘information’ finally may be expected to evolve.
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2. Information and computer science

Development of ‘normal science’ character happened in the sub-field of computer science
where the question of storing and (efficiently) regaining previously stored material was even-
tually complemented by the question of exploiting the stored material to solve problems
a person comes across. In this sense the original meaning of ‘retrieve’ as simply ‘finding
again’1 was transcended and the field of information retrieval finally evolved. This develop-
ment has essentially been influenced by the work of Gerald Salton in connection with the
SMART-project [51] which marked the beginning of a new field in computer science.

Whereas the notion information retrieval already hint at some more advanced intentions,
the underlying technique may rather be characterized as document retrieval where the system
presents documents to the user. The documents in this sense just being hints to the material;
it remains the task of the user to identify the specifically interesting content inside the
documents and to extract the wanted information out of it. This constitutes an essential gap
between the system’s abilities on one hand and the user’s information need on the other hand.
It remains the main challenge in the field to design systems to serve the information need
directly. From a systematic point of view, however, this would amount to an implementation
based on a (formal) specification of information – an attempt that is out of sight at the
moment. As a result there remains a systematic gap between the system’s design principles
and the user’s intentions.

To compensate this deficiency – and to maintain still the claim to ultimately serve the
user’s information needs – evaluation techniques have been presented which related the sys-
tem’s functionalities to the original task. In this sense the notion of pertinence was introduced
being the property that ‘assigns an answer to an information need’ ([33]; cf. also [30, p. 151]).
It especially emphasizes the relation to an interpretation of the concept of ‘information’ now
as part of the evaluation process.

More practical perspectives were enabled when the explicit relation to the information
need was cut and replaced by a reference to its manifestation. The respective notion of
relevance being the property that ‘assigns an answer to an information request’ ([30, p. 151])
remained a subjective notion though and no absolute consensus on the concept was achieved
([43, p. 305]; see also the survey on the literature in [10]). But this still explicitly excludes an
analysis of the process of a human to end up with the relevance judgement which remained
subject to studies rather in the cognitive science’s part of information retrieval than in the
evaluation context.

Subsequent developments then showed a further transition to the very idea of information
retrieval where the parts that specifically could contribute to the need may be presented
to the information seeker by the system directly. This marked the beginning of a new
paradigm in information retrieval which increased the demand for a solid and generally
accepted foundation of the concept of ‘information’ or at least of a clear understanding of
the process of the process of ‘getting informed’.

Developments like ‘passage retrieval’, ‘question answering’ or ‘novelty’ (just to mention a
few to stand for others; see for example the topics in [15]) would profit tremendously from a

1According to Webster’s Third New International Dictionary [57], ‘retrieve’ etymologically goes back to a
modification of Middle French ‘retrouver’ in the sense of ‘to find again’.
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justified and acknowledged procedure to identify relevant parts in a document by the retrieval
system itself as opposed to the judgement of a human as they already implicitly implement
a certain understanding of information. So a necessary specification of information beyond
rather philosophical definition remains a main challenge in this field.

It is worth mentioning that a fully specified implementation of a well-justified concept
of information would not need an evaluation procedure any longer as it would be enabled to
present exactly those items which after an evaluation of the system’s relevance judgement
would turn out to be relevant, i.e. contribute to resolve the problem state.

The present situation can be compared to the situation in logic before Tarski in [55] has
provided a criterion for truth complemented by a formal definition. ‘Truth’ has not been
invented by Tarski and there is a long tradition of understandings of this concept even in
mathematics. To identify the necessary reductions of the conceptualization compared to an
everyday understanding and to bring it into a shape suitable for formal (or mathematical)
treatment is an absolutely outstanding achievement that can hardly be overestimated.

But a conceptualization of ‘information’ is just one part of the problem. ‘information’
in our sense describes a process of a transition from a state of uncertainty to another state
of less uncertainty in one area of interest (cf. the ‘anomalous states of knowledge’ (ASKs)
in [6]) which is essentially performed by the acquisition and processing of external material.
This is the view of a publication-based concept of ‘information’.2 It especially covers – but
is not restricted to – the situation of publication-based information systems like Zentralblatt
MATH [58] or the Bibliography of mathematical logic [9].

In this view ‘information’ and the origination of its material content constitute two differ-
ent fields that have to be brought together seamlessly for the sake of the superordinate aim.
As a consequence we must not neglect the internal constitution of the objects providing ma-
terial. Hence a publication-based conceptualization rules out all the approaches mentioned
above; a theory of information in the sense we are interested in definitely cannot rely on these
as all these formalizations concentrate on some restricted understanding of ‘information’.

2There are already some formalizations of the concept of ‘information’ (see also Section 4.1 for some more
approaches and [36] for more detailed description):

• Shannon’s theory of information ([52], [53]) may be considered as a theory of transmission which
reduces the concept of ‘information’ to the decrease of uncertainty without considering any contents.

• Hintikka’s pioneering paper of semantic information [28] presents a theory of information in the shape
of a logical interpretation of probability as opposed to a statistical (or frequency-based) theory of
probability. A logical interpretation focuses on possibilities to distinguish alternatives by means of
their formal expressions of the logical language which is mostly done by calculating its length.

• The separation of information from necessary interpretation allows to study its functional behaviour.
This is the program of [19] and the main task of the theory of information flow ; see, e.g., [21], [22],
[31].

• Although certainly inspired by the basic considerations of Shannon’s theory of information, Gregory
Chaitin [17], Ray Solomonoff, and Andrej Kolmogorov (see, e.g., [37]) developed a different view of
information. Instead of considering the statistical ensemble of messages from an information source,
algorithmic information theory focuses on individual sequences of symbols. As such it is developed
as a mathematical theory of words and problems related to coding, complexity issues and pattern
recognition.
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What makes the problem of a foundation of this setting complicated is essentially due to
their contextuality. On the one hand, the need for information arises from a problem space
in some context. On the other hand a document develops a more or less coherent view on
some topic thus establishing another context. This raises the question of compatibility of the
contexts.

The context-dependency appears probably in its purest form in mathematics which also
has developed ‘views’ even in the abstract world of mathematical objects: Compare for
example classical ‘Hilbert-style’ mathematics with constructive mathematics in the sense of
Brouwer! Theorems remain dependent on their commitment and cannot be transplanted into
the other context, respectively. But even beyond that the given results depend on definitions
that may vary, and general commitments have to be observed like “For the rest of the book
assume that . . . ” which makes it impossible to extract material just at the place where it
occurs. Hence the challenge is two-fold: to present

• a foundation of the concept of ‘information’

• a corresponding conceptualization of ‘document’

that in addition meet the requirements related to contextuality.
Beyond an isolated treatment of these topics, a solution for a publication-based concept

of ‘information’ as a whole must also address questions of consistency and coherence of the
problem space and the document’s contents. It is indispensable that the problem space and
the suggested solution share the same understanding. This consistency – which only admits
the exploitation of the material provided by the document – must then be guaranteed in a
second step where special adaptation may be involved. But this is a downstream question
that can only be addressed after a successful foundation of the two constituents.

Whereas the document’s part has already been worked out to some extent (see 5), an
broadly acknowledged foundation of ‘information’ it not in sight. We thus concentrate in this
paper rather on questions concerning conceptualizations of ‘information’. The first idea in
this situation is certainly to use logic for the modeling purposes as it provides a formalized
concept of a ‘model’. So let us throw a closer look at the suitability of logic for this purpose.

3. Principles of logic as a modeling framework

After its paradigmatic turn in the 20th century, logic became ‘the’ model for modeling pur-
poses in the sciences and even other disciplines as for example in analytical philosophy.
However, to understand the principal reach of the representation potential of the mathemati-
cal (i.e. logical) methodology we must first sketch the philosophical background on which this
methodology finally relies. This will throw a light on its suitability for the wanted (formal)
specification of the concept of ‘information’.

3.1. Philosophical background

The basic situation is comparable to the situation in logic concerning the concept of truth
where Tarski [55] has explicitly referred to foundational philosophical positions, namely the
semiotic approach as the philosophical ground for his pioneering theory of truth. This means
that he explicitly wanted to prevent his approach from being some kind of ad hoc or based on
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a specifically taylored background. In this sense a philosophical reflection seems inevitable
and indispensable at the same time.

Our approach is committed to the semiotical theory in the tradition of the pragmatic
philosophy of C. S. Peirce [50] as well. While even a rough outline of the philosophical insights
would be out of the scope of this work, we will just sketch the very basic principles of this
approach that may reveal the influences to the theory of information we are interested in.
More careful introductions into the field may especially be found in [29], [49], [20], [18], [46],
or [24]; for a more detailed discussion with special focus on the topic we are interested in cf.
[36].

According to the philosophical tradition originating from the (idealistic) position of Kant,
knowledge is composed via perception and subsumption of concepts under categories and – as
Peirce especially emphasizes – is performed by individuals and results in an orientation in the
‘world’. This is seen as a process in which first concepts are formed and finally knowledge is
established. These concepts are closely tied to indended possible actions by that very person.
This is expressed by the pragmatic maxim [50, 5.402].

Now what initiates our awareness about phenomena are signs which are considered as
the very basic constituents of all epistemic processes. Hence this view essentially demands a
theory of signs along with a theory of understanding and interpreting these which is developed
in the field of semiotics.

Understanding may now be characterized as a principally uncompleteable process of the
effect of signs for an interpretant. This process is called semiosis (cf. [50, Paragraph 5.484]).
It basically implies a triadic understanding of signs as claimed by the categories [50, Vol. 8,
Paragraph 328]: A sign is a First which stands in a genuine triadic relation to a Second, its
object, and a Third, called its interpretant (cf. [14, 99]).

According to the pragmatic semiotics we have to deal with signs, concepts, and objects
together with their relations. Since the main focus of this paper is not on problems of
epistemology, but to base our theory on clear philosophical insights and to investigate the
necessary steps for a methodologically well-justified theory of information we have to bridge
the gap between the philosophical considerations and conceptualizations that can actually
constitute a foundation for information system. This requires a transformation of principles of
rather epistemic nature into conceptualizations that admit a more practical treatment. Such
a transformation may be grounded on a purely analytical reinterpretation of this setting by
Morris (cf. [45]). Accordingly, semiotics as the general theory of signs has three subdivisions
[44] (see also [16]):

(1) syntax , the study of the formal relations of signs to one another,

(2) semantics , the study of the relations of signs to the objects to which the signs are
applicable,

(3) pragmatics , the study of the relation of signs to interpreters.

3.2. A semiotic view of information

In this section we will show that the semiotical approach provides a theoretical basis for
an unified view on data, knowledge, and information. The common basis of these concepts
is provided by the abstract concept of a sign which is an ontological unity. But signs in
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an epistemic context may also be subject to analytical considerations according to Morris’
semiotical dimensions. This results in the following conceptual coordination (see also [36]):

Data. Data denotes the syntactical dimension of a sign.

In this sense data denotes the organized arrangement of signs with emphasize given on the
structural or grammatical aspect only. Moreover, just arbitrary arrangements of signs are
not considered as data, because data are always derived from an understanding of a part of
the world. Accordingly, data are not interpreted, but interpretable. This requires the usage
of a commonly understood organizational form, a grammar, which is then endowed with a
shared interpretation within a community.

Knowledge. Knowledge denotes the semantical dimension of a sign.

The analytical abstraction contained in semantics explicitly abstracts from persons that ac-
tually ascribe its contents. What counts as knowledge is solely the view that results from
neglecting the amount of individual contribution to the abstracting process. However, this
very process may well be subject to inquiries itself. These investigations are necessarily part
of the procedure to account for semantical relationships. It gives raise to several dimensions
or degrees of justification that may be distinguished.

The ideal would certainly be that such an abstraction process indeed can be performed
in an absolute sense. This would be the ideal of a pure semantic characterization and is
in general the pretension of truth. Mathematical results are mostly considered of being of
that kind, i.e. independent from the person that demonstrated its validity: There should be
no subjective mathematics that might differ from person to person. Such an approach has
for example been tried to establish by Kant when relating mathematics to ‘a priori forms of
perception’. This is at the same time a justification for a foundation of mathematics on the
basis of truth as provided by logic.

But this essentially requires that every person shares the same conviction on which these
abstraction processes can ultimately be based. As this is certainly not the case, we end up
with some sort of intersubjective commitment (“knowledge”) which thus is authoritative to
that part of the community only which shares the underlying presuppositions. Even Tarski’s
semantic theory of truth [55] in mathematics has not experienced general acceptance as a
universal methodology and remains bound to Hilbert-Tarski-style of mathematics; see, e.g.,
constructive mathematics in the sense of Brouwer. The point is essentially a methodological
question of admitting some general principles or not (see, e.g., [56]).

Finally, such an abstraction process may well be only subjectively acknowledged resulting
in only personal knowledge which does not comprise a universal claim of justification.

Information. Information denotes the pragmatical dimension of a sign.

Being of pragmatical dimension, information demands an interpretant to perform an interpre-
tation. Information is thus bound to a (cognitive) system to process the possible contributions
provided by the sign (the data) for a possible action. Moreover, information inherits the same
interpretation relation as knowledge with the difference that the latter abstract from any ref-
erence to the actual performance of the interpretation whereas the former just emphasizes
these. Altogether, this epistemic position clearly shows that knowledge and information are
closely tied together.
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3.3. Representation in logic

The scientific ideal in its major form is certainly mathematical logic. Its predecessor, Aris-
totelian logic, has remained rather a philosophical discipline. It presented a (formal) theory
of correct thinking but remained bound to philosophical disputation as the sole ground for
justification.3 As such it was not suitable for foundational issues in the sciences mostly be-
cause of its lack for concept specifications which had to be provided from outside the very
theory.

It was in the midth of the nineteenth century when a scientific break-through marked
a change of the main paradigms. This was essentially due to the work of Frege whose
Begriffsschrift [23] marked the beginning of a new area in logic. A new foundation of logic
based on proof and truth instead of philosophical consideration was finally completed when
Tarski [55] presented his truth-criterion which was supplemented by a formal theory of truth.4

Moreover, as a consequence of the famous results of Frege, Gödel, Tarski, Kleene – just to
mention a few to stand for many others who also contributed to this question – logic is at
the same time ‘meta-logic’ able to reflect the basic foundational problems, e.g. consistency,
inside its own framework. As a result mathematical logic

• provides an abstract representation methodology for conceptualizations

• admits the representation of conceptual dependencies

• incorporates a completely formalized justification procedure

• reflects methodological issues of its own field.

This turns logic into a foundational science and makes it especially suitable for the represen-
tation requirements in mathematics which then inherits its foundational status from logic.
But there are other applications of this foundational framework as well as for example in
the philosophy of science (cf., e.g., [54] or [47]) or in some subfields of computer science like
complexity theory. Hence logic is ‘foundational science’. So naturally the question raises
about its suitability in information science.

We will argue, however, that logic does only show limited applicability in this field –
and ‘information science’ rather is a scientific discipline of different scope which cannot be
reduced to logic in the sense of mathematics. This is illustrated by some consequences of the
application of logic for modeling purposes.

A first indication is provided by Hintikka’s so-called “logical omniscience” problem [27]:
An agent is omniscent if he knows all true consequences of a given statement. But according
to the foundation provided by Frege and Tarski logic is just constituted as a theory of truth
and proof. Hence every theory based on (logical) derivations is necessarily omniscent: a
theory includes (at least theoretically by making use of the deduction facilities provided by
logic in general) all its consequences! This is just a heritage from the very conception of
logic. On the other hand no person is omniscent! Otherwise outstanding problems could
immediately be solved: Present for example the axioms of Zermelo-Fraenkel set theory to
a person, and he/she – being omniscent – would immediately be able to tell whether these

3See for example the textbook [2] which had constituted a most influential work in the seventeenth century.
4It must be mentioned at this point that in addition to Frege and Tarski the outstanding work of Gödel

(see esp. [25]) also contributed essentially to this foundational program insofar he provided a fundamental
clarification of the possible reach of the concept of ‘proof’ within this framework.
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axioms are consistent, i.e. do not admit the derivation of a contradiction, since that person
would oversee all true statements being provable consequences of these axioms.

This last example demonstrates that ‘information’ is not truth-preserving, but every
(reasonable) theory based on proof and truth is necessarily truth-preserving. This shows that
the required theory of ‘information’ cannot be developed inside the framework of logic without
additional adjustments that try to compensate its theoretical deficiencies to some extent.5

From a systematic point of view these must be understood as attempts to amend some
subordinated issues instead of acknowledging the principal inadequacy of the methodology
itself.

The previous philosophical investigations, however, which as such transcend the reach of
a field’s own methodologies show us the deeper reason for this inadequacy: it is actually a
foundational issue! So let us then analyse the limitations of logic from a fundamental point
of view.

Tarski has explicitly chosen a semantic foundation of the concept of truth. According
to our semiotical analysis, this abstracts from the interpretant in the semiotical analysis and
hence relates truth to knowledge. This seems to be a canonical decision, and it is doubtful
whether Tarski actually would have had another choice. Especially, this decision meets all
the requirements that are commonly associated with mathematical (and logical) knowledge:
The results of mathematics have always been thought of not only as being true but also as
being necessarily true. In the sense of Aristotle this means true at all times. It especially
implies that the results are independent of the person who establishes them. Moreover, their
validity only relies on the presuppositions and the results are thus insensitive to their context
(though dependent on the basic principles separating, e.g., Hilbert-style mathematics from
constructive mathematics). All this is in perfect conformity with abstract requirements for
a conceptualization of ‘truth’ that one may pose and turns ‘truth’ into a concept that is (at
least in principle) suitable for foundational purposes. So logic is a theory explicitly taylored
for knowledge. As such it is not problem-induced; this part is left to personal interests while
logic is only concerned with the results of corresponding investigations.

On the other hand, this choice is in explicit contrast to the concept of information which
is inherently of pragmatic nature, i.e. it is not only dependent of a person but also of the
situation he/she is currently in. Hence it is clear that without special adaption which restrict
its abilities in some sense logic is not able to provide the methodological framework for a
conceptualization along with a subsequent theory of ‘information’.

Hence a justified foundation must be based on something else. To start with, we will
first exhibit the epistemic status of the concept of information. This should then determine
the abstract properties of ‘information’ constituting the indisposable basis for a subsequent
modeling.

4. Towards a conceptualization of information

The philosophical foundation has provided the epistemological background which leaves open
the question of subsequent specifications. It is the task of the sciences to establish specifica-

5There have been attempts to restrict deduction procedures by exerting control over the deduction process
such as to limit the number of steps.
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tions that are consistent with the philosophical considerations and concretize aspects for their
special purpose. In the following section we will investigate the contexts of such realizations.

4.1. The fundamental equation of information science

There have been attempts to formalize conceptualizations of ‘information’ in information
science. In particular, Mizzaro’s theory of information in [41], [42] provides an interesting
approach to define information which essentially tries to capture the result of an information
seeking process via its traces in the very result of the process, i.e., via the effect it has on
given structures. It may thus be characterized as a post-process definition of information as
opposed to in-process definitions which seek to capture the very process of getting informed.
As we are rather interested in an insight into the processes that result in transformations of
given structures which may be characterized as ‘being informed’, we do not follow this line.

In general, it seems inevitable that certain reductions of the conceptual complexity of a
socio-cultural understanding of the primary concepts have to go with such attempts. The
semantic conception of ‘truth’ does definitely also not capture all facets of the understandings
of the concept in real life! Instead, it is specifically tailored to capture the fundamental
properties that are needed to build mathematics on it. All approaches towards a formalization
of ‘information’, however, are far from constituting a formal system in the spirit of the theories
described in this section – and a respective theory is out of sight at the moment.

The most promising starting point in view of admitting possible specifications of the basic
symbols in terms of the cognitive sciences is certainly the famous ‘fundamental equation’ of
information science which has been discussed in [11] and successively refined until reaching
its famous form in [13]:

K[S] + ∆I = K[S + ∆S] (1)

This equation

. . . states in its very general way that the knowledge structure K[S] is changed
to the new modified structure K[S+∆S] by the information ∆I, the ∆S indication
the effect of the modification. ([13, p. 131])

Brookes has already attached some background ideas and annotations to statement (1) (cf.
[13, p. 131]). Especially, he points out that this equation must not be misunderstood as a
simplification but as a representation of more complex insights. In this sense it is rather
meant to transscript some general insights into the ‘nature’ of the mutual dependency of the
concepts of knowledge and information.

Brookes’ ‘fundamental equation’ provides the most abstract formal specification of the
interaction of data, information, and knowledge and has experienced a broad acceptance in
the information science and retrieval community – but it does not represent a definition.
Our considerations are now meant to provide a conceptual clarification of the significance of
the fundamental equation beyond the original background. The respective clarifications are
at the same time the first step for any further modeling insofar they determine the abstract
properties of and interrelations between the concepts that must be considered. This will result
in a specification of the principles behind (1) in a theoretical framework (for a discussion see
also [30]) that should finally give raise to a corresponding definition.
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4.2. Principles underlying information

In this section we summarize properties along with the functionalities found in the litera-
ture that contribute to a unified view and have to be modeled by a theory of information.
The principles (1) to (0) will constitute a system of prerequisites for any subsequent the-
ory of information that claims to capture the essentials of a publication related concept of
information.

(1) Information is a difference that makes a difference. [5]

(2) Information is the values of characteristics in the processes’ output. [38, p. 256]

(3) Information is that which is capable of transforming structure. [7]

(4) Information is that which modifies [. . . ] a knowledge structure. [12, p. 197]

(5) Knowledge is a linked structure of concepts. [13, p. 131]

(6) Information is a small part of such a structure. [13, p. 131]

(7) Information can be viewed as a collection of symbols. [40]

A few remarks to these are meant to complement the pure citation (for a more discussion of
these topics see [36]). Their relation to the ‘fundamental equation’ will be sketched in short:

(1) denotes the overall characterization along with the functional behavior of information.
It refers to the ∆-operator in the ‘fundamental equation’.

(2) expresses that there is a process involved whose results ∆I are the constituents of
information. This is the part information retrieval especially focuses on.

(3) specifies the abstract ‘difference’ as a transformation process resulting in K[S + ∆S].
At the same time it hints at some regularities (‘structure’) that must be present to
impose influence upon.

(4) shows on what information causes effects, namely on knowledge (structures): K[S]

(5) characterizes the necessary internal constitution of such background structures (i.e.
nothing being amorph) and especially provides a further condition on ‘knowledge’
(structures) to be able to admit effects at all. It also implies that the extraction of
subparts is actually feasible and constitutes sense.

(6) relates the internal constitution of information units to the internal constitution of
knowledge structures. It states that certain compatibility conditions must be fulfilled
in order to be able to impose effects.

(7) specifies the internal constitution of the carriers of information. Moreover, it gives the
contents which in principle would admit a formal treatment. According to the semiotic
approach these must be signs.

The principles we found complement the formal statement and the abstract discussion as well.
They provide a pre-formal intermediate layer between pure philosophical considerations and
thus prepare for a definition instead of a description of their interaction.

Beyond a determination of the interaction of ‘data’, ‘knowledge’, and ‘information’, a
definition of ‘information’, however, must in addition reflect its semiotical status. This is not
specified in the principles given above. Being of essentially pragmatic nature, information
requires a concrete situation in which a previously unknown part of a knowledge structure



130 W. Lenski: Remarks on a Publication-Based Concept of Information

has to be acquired. This involves an aspect of causation. This makes information ‘problem-
driven’: it is a problem that has to be resolved what initiates a differentiation process as
specified in principle (2).

(8) The emergence of information is problem-driven.

Observing all this we present a working definition for a publication-related concept of ‘infor-
mation’ which opens a perspective for future formalizations:

Definition 1 Information is the result of a problem-driven differentiation process in a struc-
tured knowledge base.

It is worth mentioning at this point that this definition leaves open the question of a problem-
formulation that can be processed inside the knowledge base (the document model in our
setting). An envisaged formalization must especially include such a language.

Finally, what can be searched for depends on the offerings of the ‘knowledge base’. In
the context of publications it is the document model with its internal structure which is
considered in the following section.

5. The document

The concept of a ‘document’ as considered in this paper is in its most abstract form an object
(e.g. an article or a book) which is described as an entity which

• is devoted to a topic

• develops a coherent view on that topic

• is created and composed out of individual units (which may be called semantic units)
under a unifying idea and by utilizing of work at hand.

The notion ‘coherent view’ implies that there are constraints which are meant to guarantee
a certain consistency of the material contained therein as opposed to arbitrary collections of
units of a given form. Moreover, in order to be used in a setting of information processing, at
least the subparts (“semantic units”) of which the document is composed must be isolated and
automatically extractable from the document. This implies that it must have an underlying
organizational structure admitting (direct) access to its units. Moreover, this definition does
allow an inductive generation process of documents based on each other (for some restrictions
see below). ‘Publication-based’ now can been seen as a requirement which constitutes and is
able to handle context for the units taken out of the corresponding documents.

Please observe that this characterization excludes items of some ‘dadaistic’ nature, i.e.
which is produced in an arbitrary sense. This characterization may well exclude some kinds
of productive work but as we are mostly interested in scientific works we may impose this
restriction which in effect constitutes a more challenging property.

For such a structure there are already promising approaches for the desired functionality
in sight. The Document Object Model (DOM)6 is a platform- and language-neutral inter-
face that will allow programs to dynamically access and update the content, structure and
style of documents. As a consequence, the document can be subject to further processing

6See http://www.w3.org/DOM

http://www.w3.org/DOM�
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which especially includes isolation of subparts for further processing. In combination with
an underlying XML-structure it may admit at least a part of the desired functionality.

This leaves open the problem of contextual dependencies. In mathematics, this means
that there has to be observed (besides other presuppositions) at least whether a proposed
solution is bounded to classical mathematics, essentially relies on constructive conceptualiza-
tions, or is universally valid in case its justification prodecure (‘proof’) does not involve core
principles.

The EU-funded project TRIAL-SOLUTION addresses the description of a document as
given above in a framework that supports the free generation of documents by observing such
contextual dependencies of the parts to be composed into the comprehensive document. This
is performed via an appropriate set of meta-data descriptions to control the generation that
can be processed by a corresponding functionality. It also admits the automatic enlargement
of the composed document by adding prerequisites that have not been included so far but
whose presence is desirable in the given context (see for example the composition of a textbook
in a field in mathematics one is not fully acquainted with). Note that such a document may
only consist virtually by means of a construction procedure that determines how to build the
document under consideration out of its parts.7

This process necessarily requires a control structure which (in analogy to set theory) may
be characterized as well-founded, i.e. does not lead to a circle via some sort of self-reference.
It goes beyond the DOM approach insofar as it observes intellectual copyrights that may be
associated with the individual units as well as with the finally composed document. To serve
this purpose, it has introduced a meta-data description procedure to account for these rights
which in addition fully conforms with usual citation practise (see [35]).

For the functionality envisaged in this paper it would then just remain to compare pre-
suppositions of each (generated) document to guarantee consistency. This remains a major
challenge, though, on the document processing part of information retrieval.

6. Outlook

We have shown that the ‘fundamental equation’ of Brookes indeed incorporates – in coded
symbolic form – essential determinants of the concept of ‘information’ in a publication-related
context. Rather philosophical investigations have exhibited the concepts that are necessarily
connected with it. At the same time this admits a concentration on the very concepts that
may contribute to a solution and rules out some extensions like ‘wisdom’ as suggested by [1]
for which there is no place left in the systematization provided by the semiotical approach
in the succesion of Peirce.

In this sense this paper contributes to the general research program initiated by Brookes
[13, p. 117] when stating that

the interpretation of the fundamental equation is the basic research task of infor-
mation science.

We then have discussed perspectives for a corresponding conceptualization of ‘information’
on the basis of a conceptual ‘ontology’ which may be considered as establishing (sort of) a

7For more information see the project’s home page http://www.trial-solution.de
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conceptual pre-axiomatization. The philosophical background prevents it from just having
produced an ad-hoc suggestion. Hence it constitutes a scientific perspective for future work
in this field to develop a foundation which is in full accordance with the abstract requirements
we have established.

What is still missing, though, is a precise (hopefully formal) foundation of the key no-
tion ‘information’ which complements a definition with a formal specification as it has been
provided for the concept of ‘truth’ by Tarski. However, the necessary steps towards such an
aim have been sketched. It is to be hoped that such a foundation will finally evolve providing
the field if information science with a well-justified foundation.
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