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Chapter 0

Introduction

0.1 Overview

This document describes a set of tests for evaluating Rybloedependent Multicast - Sparse Mode imple-
mentation. Those tests have been designed by the XORP ppimgaluate the XORP PIM-SM implemen-
tation. However, even though the description of the obddeveesults uses examples with XORP-specific
commands, the description of the tests is generic, and casdzbfor evaluating any other PIM-SM imple-
mentation.

0.2 Test Software

The test software used in this test suite is the XORP PIM-Shlémentation itself. More specifically, the
XORP PIM-SM implementation has extensions that can be wsgdrerate various PIM-SM protocol con-
trol packets for testing purpose. In addition, on severahsions a multicast sender and receiver programs
are used to generate and receive multicast data traffic.nlergk any software can be used for that, as long
as it allows to specify the multicast interface to send oergrmulticast packets on, the multicast group to
use, and (in some cases) to control the data rate of the sender

0.3 Acronyms
Acronyms used in this Test Suite:

e LAN: LocalAreaNetwork

M: Monitor or packet capturer

MRT : MulticastRouting Table
MRE : MulticastRouting Entry

MRIB : MulticastRouting | nformationBase

N: Network

NBMA : Non-BroadcastM ulti-Access



RTE: Routing TableEntry
RUT: RouterUnderTest

Rx: Receiver

S: Source

TN: TestingNode

e TR: TestingRouter

When several entities of the same type are present in a tafigammtion, a number is appended to
the acronym to yield a label for each entity. For examplehéré were three testing routers in the test
configuration, they would be labeled TR1, TR2, TR3.

0.4 Definitions

e Route Metric: The metric of a route as reported by the unicast routingoguait

e Route Metric Preference The preference for using a route as defined per unicastngpptiotocol
that has been used to compute the route, or as configureduter ro

0.5 Timers and Default Values

PIM-SMv2 defines several timers and default values. For tlpgse of testing, all configurable timers and
values are set to their defaults, unless otherwise notdukitest description. These defaults are given here
for reference, taken or calculated from the PIM-SM protaqmécification. Table 1 contains the timer and
default values from the PIM-SM base protocol specificatidable 2 contains the timer and default values
from the PIM-SM Bootstrap protocol specification.

0.6 Test Organization

This document organizes tests by loosely following the guot specification as described in the protocol
specification documents (see Section 0.7). Each test hdallihweing format:

e Test Name:The name of the test. Typically, it corresponds to a subieseab the protocol specifica-
tion document.

e Purpose: A short description of the goal of the test.

e References:A list of documents that can be useful to understand the er@d the test, and the
expected behavior.

e Test Setup: A description of the configuration that should be prepareddwmance. If a value for a
configurable protocol parameter is not provided, then tloéopol’s default value is used. Occasion-
ally, some configuration needs to be changed while the t@spiocess. In that case, this is explicitly
described in the procedure for that test.



Protocol Timer or Variable Name \ Value \

PI M SM versi on_def aul t 2

LAN del ay defaul t 0.5 secs
t _override_default 2.5 secs
Hel |l o_Peri od 30 secs
Triggered_Hel |l o_Del ay 5 secs
Default Hell o Hol dtine 105 secs
Hel | o_Hol dti nme 105 secs
J/ P_Hol dTi me 210 secs
J/P_COverride_Interval (1) 3 secs
Assert _Override_Interval 3 secs
Assert Tine 180 secs
t _periodic 60 secs
t _suppressed rand(66, 84) secs
t _override rand(0, 2.5) secs
Keepal i ve_Peri od 210 secs
RP_Keepal i ve_Peri od 185 secs
Regi st er _Suppressi on_Ti ne 60 secs
Regi st er _Probe_Ti ne 5 secs

Table 1: PIM-SM base protocol specification timers and defalues

e Procedure: Detailed step-by-step instructions for performing the.tEsr example, starting a router,
sending a protocol packet, observing transmitted packe® wetwork, observing protocol-specific
state in a router, etc. Typically, the procedure has separds$. By default, each part should start with
the original test setup, unless stated otherwise.

e Observable Results: Detailed description of the results that are expected asestas performed.
Typically, those are some specific protocol or data packepeated to appear on a network, the
protocol state inside a router to change in some specific @iy, It is not necessary to observer
everything at the same type. The procedure descriptioracinformation about what and when to
observe.

e Possible Problems:A description of various issues that may affect the testlt®su certain situa-
tions. For example, some precise event timing or some paniariations in the way the protocol is
implemented may result in slightly different behavior.

0.7 References

The following documents are referenced in this text:

e draft-ietf-pimsmv2-new 05.{ps,txt} —Protocol Independent Multicast - Sparse Mode
(PIM-SM): Protocol Specification (Revised)

e draft-ietf-pimsmbsr-03.{ps,txt} —Bootstrap Router (BSR) Mechanism for PIM Sparse
Mode



\ Protocol Timer or Variable Nam# Value \

BS Peri od 60 secs
BS_Ti neout 130 secs
rand_overri de weightedrand(5.0, 23.0) secs
C- RP_Ti nmeout 150 secs
C- RP- Adv_Peri od 60 secs
SZ_Ti meout 1300 secs

Table 2: PIM-SM Bootstrap protocol specification timers dethult values

0.8 Acknowledgments

The format and notation in this test-suite is largely basedhe format of the IP Consortium Test Suite
developed by the InterOperability Laboratory at the Ursitgrof New Hampshire.



Test Group 1

Interoperabllity

Scope: The following tests verify the general operation of a PIM-8Miter and are not specific to any
single section of the specification.

Overview: These tests have been designed to test the Interoperatfilitye RUT with other PIM-SM
capable devices. This test group focuses on testing coafigns of the network that could cause problems
when deployed if the RUT does not operate properly with thécee that it is connected to. The tests
in this group do not determine if a product conforms to the f8M standard but they are designed as
interoperability tests. The test routers in this sectia@mplete implementation of PIM-SM.

Please note that in the case of interoperability testsjriahgainst any other router does not necessarily
indicate nonconformance. Rather, it indicates that thertwabers are unable to work “properly” together
and that further work should be done to isolate the causeedilure.
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1.1 Basic Interoperability

Purpose: To ensure that a router can interoperate with other PIM-Sklementation in a multicast net-
work.

References:

e draft-ietf-pim-sm-v2-new-05 — Section 4

Discussion: PIM capable routers detect each other with PIM Hello messagel exchange information
for their routing tables through PIM Join/Prune messages.eBch multicast group there is a single PIM-
SM router that is the Rendezvous Point (RP) for that groupl-8M routers that are connected to group
members send PIM Join messages toward the RP to create tipegpecific shared tree. A PIM-SM router
that is directly connected to a multicast source, encafesithie multicast data in PIM Register messages
which are unicast to the RP for that group. The RP decapsulhéePIM Register messages and forwards
them down the group-specific shared tree to all receiverthfdrgroup.

Test Setup: Connect the RUT, TR1, TN1, and TN2 according to Figure 1.lat#sPIM-SM on both the
RUT and TR1.

< > LAN1 RUT LAN2 TR1 LAN3 ( >

Figure 1.1: Basic interoperability test setup

Procedure:

Part A: The RUT is the RP, TN1 is the receiver, and TN2 is thdesen

Configure both the RUT and TR1 such that the RUT is the RP farmg®&24.0.1.20. This configuration
can be either manual, or implicit through the Bootstrap rmae@m. Configure TN1 and TN2 such that TN1
is the receiver, and TN2 is the sender, both for group 22420.1

1. Start both the RUT and TR1. If necessary, wait until thedePin the RUT and TR1 converges.
2. Start the receiver and the sender.

3. Observe the data packets received by the receiver.

Part B: TR1 is the RP, TN1 is the receiver, and TN2 is the sender

Configure both the RUT and TR1 such that TR1 is the RP for gr@4p®1.20. This configuration can
be either manual, or implicit through the Bootstrap mecéraniConfigure TN1 and TN2 such that TN1 is
the receiver, and TN2 is the sender, both for group 224.0.1ITRe rest of the procedure is same as in Part
A.

Part C: The RUT is the RP, TN2 is the receiver, and TN1 is thdesen
Configure both the RUT and TR1 such that the RUT is the RP farm&24.0.1.20. This configuration
can be either manual, or implicit through the Bootstrap rma@gm. Configure TN1 and TN2 such that TN2
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is the receiver, and TN1 is the sender, both for group 2220.1The rest of the procedure is same as in Part
A.

Part D: TR1 is the RP, TN2 is the receiver, and TN1 is the sender

Configure both the RUT and TR1 such that TR1 is the RP for gr@4p®1.20. This configuration can
be either manual, or implicit through the Bootstrap meckraniConfigure TN1 and TN2 such that TN2 is
the receiver, and TN1 is the sender, both for group 224.0.1ITRe rest of the procedure is same as in Part
A.

Observable Results:n all cases the data packets by the sender should be redsivtbé receiver.

In Part A, the data packets from TN2 should be encapsulat@®dNhRegisters by TR1, unicast to the
RUT (the RP), decapsulated by RUT, and then forwarded (usatiye multicast) to TN1. In Part B, the
data packets from TN2 should be forwarded by TR1 to the RUIh§usative multicast, because TR1 does
not need to encapsulate PIM Registers to itself), and themafaled to TN1. In Part C, the data packets
from TN1 should be forwarded (using native multicast) by R\@T to TR1, and then to TN2. In Part D,
the data packets from TN1 should be encapsulated in PIM Regiby the RUT, unicast to TN (the RP),
decapsulated by TN, and then forwarded (using native nasitjdo TN2.

Possible Problemsif the RP-set is empty, or is not same for the RUT and TR1, ndioasit packets will
be received by the receiver.

12



Test Group 2

Designated Routers (DR) and Hello
Messages

Scope:Test PIM router neighbor discovery, option exchange, ance2®tion.

Overview: PIM Hello messages are send periodically on each PIM-eddhterface. They are used to
discover neighboring PIM routers, to exchange variousoogti and to elect a Designated Router (DR) per
LAN. Hello messages are also used to provide a keep-alivetiumto detect a neighbor loss.

13



2.1 Hello Transmission

Purpose: Verify that a router properly sends Hello messages.
References:

e draft-ietf-pim-sm-v2-new-05 — Section 4.3.1

Discussion: Neighbor discovery of PIM capable routers is accomplishgddnding Hello messages to
the ALL-PIM-ROUTERS multicast address (224.0.0.13 for4Pand “ff02::d” for IPv6). These Hello
messages must contain the following:

e The IP TTL MUST be set to one.
e The Type field must be set to 0, this designates a PIM Hello agess

The router should transmit the Hello messages at an intefitddl | o_Per i od (30 secs).
Test Setup: Connect the RUT according to Figure 2.1. Enable PIM-SM orRbig.

LAN1

RUT

Figure 2.1: Hello transmission test setup

Procedure:
1. Start the RUT.

2. Observe the messages transmitted by the RUT.

Observable Results:

e The RUT should send properly formatted PIM Hello messagésgtéd\LL-PIM-ROUTERS multicast
address atlel | o_Per i od (30 secs) interval.

e The first Hello message only should be send after a randomvahteetween O andir i gger ed_Hel | o_Del ay
(5 secs).

e The PIM Hello messages should meet all the requirementididtussion section.

Possible ProblemsNone.
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2.2 Two-Way Neighbor Adjacency

Purpose: Verify that a router accepts Hello messages and forms a tayongighbor adjacency.
References:

e draft-ietf-pim-sm-v2-new-05 — Section 4.3.1

Discussion:Neighbor discovery of PIM capable routers is accomplishegdmding Hello messages to the
ALL-PIM-ROUTERS address (224.0.0.13 for IPv4, and “ff@2:for IPv6). As a PIM router receives Hello
messages from its PIM neighbors, it records the neighbateadds on each interface.

Test Setup: Connect the RUT and TR1 according to Figure 2.2. Enable PM/e8 both the RUT and
TR1.

RUT LAN1 TR1

Figure 2.2: Two-way neighbor adjacency test setup

Procedure:
Part A: Neighbor adjacency when there is network conndgtiailure.

1. Start the RUT.

2. Observe the neighbor state information in the RUT for asti@ri ggered_Hel | o_Del ay (5
Secs).

3. Start TR1.

4. Observe the neighbor state information in the RUT for astdri ggered_Hel | o_Del ay (5
secs).

5. Disconnect TR1 from LANL.

6. Observe the neighbor state information in the RUT for astidlel | o_Hol dt i me (105 secs).

Part B: Neighbor adjacency when a neighbor gracefully goasml
The procedure is same as in Part A, except that TR1 is grégefulit-down instead of disconnected
from LAN1.

Part C: Neighbor adjacency when the RUT is gracefully shaAal.

1. Start the RUT and TR1.
2. Observe the neighbor state information in the RUT.

3. Observe the messages transmitted by the RUT on LANL1.
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4. Gracefully shut-down the RUT.

Observable Results:
Part A:

e Before TR1 is started, the neighbor state information inRbE should show no PIM neighbors:

Xor p> show pi m nei ghbor s
Interface DRpriority Nei ghbor Addr V Mode Hol dti me Ti neout

e After TR1 is started, and after up o i gger ed_Hel | o_Del ay (5 secs), the neighbor state infor-
mation in the RUT must contain TR1:

Xor p> show pi m nei ghbor s
Interface DRpriority Nei ghbor Addr V Mode Hol dti me Ti neout
dcl 1 10.2.0.2 2 Sparse 105 103

e After TR1 is disconnected from LAN1, and after upHel | o_Hol dt i ne (105 secs), the neighbor
state information in the RUT should show no PIM neighbors:

Xor p> show pi m nei ghbor s
Interface DRpriority Nei ghbor Addr V Mode Hol dti me Ti neout

Part B:

The observed results should be same as in Part A, exceptfteafT&1 is gracefully shut-down, it
would send a Hello message with zdtol dTi nme. After the RUT receives this Hello message, it should
immediately timeout TR1, instead of uplt#el | o_Hol dt i ne (105 secs).

Part C:

e After TR1 is started, and after up 1o i gger ed_Hel | o_Del ay (5 secs), the neighbor state infor-
mation in the RUT must contain TR1:

Xor p> show pi m nei ghbor s
Interface DRpriority Nei ghbor Addr V Mode Hol dti me Ti neout
dcl 1 10.2.0.2 2 Sparse 105 103

e Right after the RUT is gracefully shut-down, it should sertdedlo message with zendol dTi ne.

Possible ProblemsNone.
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2.3 Hello Reception

Purpose: Verify that a router properly receives Hello messages.
References:

e draft-ietf-pim-sm-v2-new-05 — Sections 4.3.1, 4.10, arikdD®

Discussion: Neighbor discovery of PIM capable routers is accomplishgddnding Hello messages to
the ALL-PIM-ROUTERS address (224.0.0.13 for IPv4, and 2ffd” for IPv6). As a PIM router receives
Hello messages from its PIM neighbors, it records the neighddresses on each interface. The checksum
is 16-bit one’s complement of the one’s complement sum oftid messages. The checksum MUST be
validated on reception of the message. The unused and eeldeits MUST be ignored upon reception.

Test Setup: Connect the RUT and TR1 according to Figure 2.3. Enable PM/e8 both the RUT and
TR1.

RUT LAN1 TR1

Figure 2.3: Hello reception test setup

Procedure:
Part A: Reception of a PIM Hello message containing an imzaliecksum.

1. TR1 transmits a Hello message with an invalid checksum.

2. Observe the neighbor state information in the RUT.

Part B: Reception of a PIM Hello message containing a Reskfiedd of OXFF.

1. TR1 transmits a Hello message containing a Reserved fi€xiFd-.

2. Observe the neighbor state information in the RUT.

Part C: Reception of a PIM Hello message containing a Ver§ield of OxF.

1. TR1 transmits a Hello message containing a Version fieltkbf

2. Observe the neighbor state information in the RUT.

Part D: Reception of a PIM message containing an unrecoghizge field of OxF.

1. TR1 transmits a PIM message containing a Type field of OxF.

2. Observe the warning log messages in the RUT.

17



Observable Results:

e In Part A, the Hello messages with invalid checksum shouldjbered, and the neighbor state infor-
mation in the RUT should show no PIM neighbors:

Xor p> show pi m nei ghbor s
Interface DRpriority Nei ghbor Addr V Mode Hol dti me Ti neout

e In Part B, after TR1 is started, and after upTioi gger ed_Hel | o_Del ay (5 secs), the neighbor
state information in the RUT must contain TR1:

Xor p> show pi m nei ghbor s
Interface DRpriority Nei ghbor Addr V Mode Hol dti me Ti neout
dcl 1 10.2.0.2 2 Sparse 105 103

e In Part C, after TR1 is started, and after upTtoi gger ed_Hel | o_Del ay (5 secs), the neighbor
state information in the RUT must contain TR1 with protoceision of 15 (OxF).

Xor p> show pi m nei ghbors
Interface DRpriority Nei ghbor Addr V Mode Hol dti me Ti neout
dc2 1 10.3.0.1 15 Sparse 105 103

e In Part D, after TR1 is started and after it sends PIM messagetining a Type field of OxF, the
RUT should log the messages with this unrecognized Type field

[ 2002/08/17 22:45:20 WARNING test_pimrut PIM] RX Pl M type_unknown from
10.3.0.2 to 224.0.0.13: nessage type (15) is unknown

Possible Problems:

e Earlier protocol specification (RFC 2117), have “Addr ldridield in place of the “Reserved” field.
Therefore, the test in Part B may not be appropriate for sugementations.

e At the moment of writing, the lastest PIM-SM specificatioredmot describe the behavior if a PIM
message is received with protocol version that is largem tha implemented one. (TODO: if the
specification later is modified to include that behavior, ogenthis bullet). Hence, in Part C, it is
possible that an implementation may silently ignore all sages with protocol version larger than
Pl M_SM ver si on_def aul t (PIM-SMv2). As a result, the RUT will not see TR1 as a neighbor

e In Part D, the RUT may not log events such as receiving of a ageswith unrecognized Type field,
because the logging is not described in the spec.

18



2.4 Holdtime Option

Purpose: Verify that a router properly sends and receives Hello ngessavith Holdtime option.
References:

e draft-ietf-pim-sm-v2-new-05 — Sections 4.3.1 and 4.10.2

Discussion:PIM capable routers periodically send Hello messages mesga the ALL-PIM-ROUTERS
address (224.0.0.13 for IPv4, and “ff02::d” for IPv6). If #MProuter does not receive a Hello message
from a neighbor for some amount of time, it is assumed thatntighbor (or the connectivity to it) is
not operational, therefore the neighbor is timed-out. Aléleiessage may contain a Holdtime option that
specifies the amount of time (in seconds) a router must keepaighbor reachable. If a Hello message does
not contain a Holdtime option, the default valueleff aul t _Hel | o_Hol dt i me (105 secs) is assumed.

If a Hello message contains a Holdtime option with value dflikF, then only one Hello message should
be sent, and the router-recipient of the message shouldhmataut the router-originator.

Test Setup: Connect the RUT and TR1 according to Figure 2.4. Enable PM/e8 both the RUT and
TR1.

RUT LAN1 TR1

Figure 2.4: Holdtime option test setup

Procedure:
Part A: Transmission of a PIM Hello message containing a ltoid option.

1. Start the RUT.

2. Observe the messages transmitted by the RUT for at Teasggered Hell o_Del ay + 3 *
Hel | o_Hol dti e (i.e.,(5 secs) + 3 * (105 secs)).

3. Stop the RUT.

4. Observe the messages transmitted by the RUT for at Teasggered_Hel l o_Delay + 3 *
Hel | o_Hol dti e (i.e.,(5 secs) + 3 * (105 secs)).

5. Change the configuration valueldél | o_Hol dt i e and repeat.

Part B: Transmission of a PIM Hello message containing a oid option with value of OXFFFF.
The procedure is same as in Part A, except that the RUT is ewafigwith Holdtime option value of
OxFFFF. Note that the amount of time to observe the transthittessages should be same as in Part A.

Part C: Reception of a PIM Hello message containing a Holdtption.

1. Start the RUT.
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2. Observe the neighbor state information in the RUT for asti@ri ggered_Hel | o_Del ay (5
Secs).

3. Configure TR1 such that its Hello messages would contaioldtirhe option with the default value
of Hel | o_Hol dt i ne (105 secs).

4. Start TR1.

5. Observe the neighbor state information in the RUT for asi@ri ggered_Hel | o_Del ay (5
secs).

6. Stop TR1.
7. Observe the neighbor state information in the RUT for astidlel | o_Hol dt i me (105 secs).

8. Change the configuration valuetdél | o_Hol dt i ne in TR1 and repeat.

Part D: Reception of a PIM Hello message containing a Holetioption with value of OXFFFF.
The procedure is same as in Part C, except that in Step 3 the Hessage originated by TR1 must be
configured contain a Holdtime option with value of OxFFFF.

Part E: Reception of a PIM Hello message that does not corataftoldtime option.
The procedure is same as in Part C, except that in Step 3 thi¢elleemessage originated by TR1 must
be configured to exclude the Holdtime option.

Observable Results:
Part A:

e Afterthe RUT is started, the first Hello message should estratted no later thair i gger ed_Hel | o_Del ay
(5 secs).

e After the first Hello message, there should be one Hello ngessansmitted eadHel | o_Per i od
(30 secs). Each Hello message should contain a Holdtimerowiih default value oFel | o_Hol dt i ne
(105 secs).

e Right after the RUT is stopped, there should be a Hello mestagsmitted with Holdtime option
value of 0.

e After the Hello message with Holdtime option value of O, nbestHello messages should be trans-
mitted.

e The results of repeating the test with different valuédef | o_Hol dt i me should be similar, except
that the Hello messages should be transmitted every 1/3tfeafiewHel | o_Hol dt i ne, and the
Holdtime Option value in the Hello messages should be thehew o Hol dt i ne.

Part B:

e Afterthe RUT is started, the first Hello message should restratted no later thair i gger ed_Hel | o_Del ay
(5 secs). This message should contain a Holdtime optionwaitine of OXFFFF.
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e After the first Hello message, there should be no one Hellssages transmitted before the RUT is
stopped.

¢ Right after the RUT is stopped, there should be a Hello mestagsmitted with Holdtime option
value of 0.

e After the Hello message with Holdtime option value of 0, nbestHello messages should be trans-
mitted.

Part C:

e Before TR1 is started, the neighbor state information inRbE should show no PIM neighbors:

Xor p> show pi m nei ghbor s
Interface DRpriority Nei ghbor Addr V Mode Hol dti ne Ti meout

e After TR1 is started, and after up 1o i gger ed_Hel | o_Del ay (5 secs), the neighbor state infor-
mation in the RUT must contain TR1. The Holdtime informatéiout TR1 must match the Holdtime
value in the Hello messages by TR1:

Xor p> show pi m nei ghbors
Interface DRpriority Nei ghbor Addr V Mode Hol dti me Ti neout
dcl 1 10.2.0.2 2 Sparse 105 103

e After TR1 is stopped, and after it sends a Hello message watldtiine option value of 0, the RUT
must immediately expire it. The neighbor state informaiiothe RUT should show no PIM neigh-
bors:

Xor p> show pi m nei ghbor s
Interface DRpriority Nei ghbor Addr V Mode Hol dti me Ti neout

e The results of repeating the test with different valuédef | o_Hol dt i me should be similar, except
that the Holdtime value in the state information in the RUB@bIR1 should match the chosen value
of theHel | o_Hol dti ne.

Part D:
The observed results should be same as in Part C, excepftdraha first Hello message from TR1 is
received, the neighbor state information in the RUT mustwstiat the TR1 would never be expired:

Xor p> show pi m nei ghbors

Interface DRpriority Nei ghbor Addr V Mode Hol dti ne Ti neout
dcl 1 10.3.0.2 2 Sparse 65535 None
Part E:

The observed results should be same as in Part C, exceph¢hBtXT assumes that the Holdtime value
about TR1 is always equal to the default valugdef | o_Hol dt i me (105 secs).

Possible ProblemsNone.
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2.5 DR Priority Option

Purpose: Verify that a router properly sends and receives Hello ngessaith DR Priority option.
References:

e draft-ietf-pim-sm-v2-new-05 — Sections 4.3.1, 4.3.2, ariD.2

Discussion: One of the PIM routers on each LAN, the Designated Router (DB&ds to act on behalf
of the rest of the routers and directly connected hosts veisipect to the PIM protocol. The DR election
considers the DR priority of each PIM router and its IP adstremimerically larger DR priority is always
better, with a numerically larger IP address used as a éiakorEach PIM router includes its DR priority in
the DR Periority option of the Hello messages it originatéshére is at least one PIM router on a LAN that
does not include the DR Priority option in its Hello messadiasn the DR election process considers only
the IP addresses of the routers.

Test Setup: Connect the RUT and TR1 according to Figure 2.5. Enable PM/e8 both the RUT and
TR1.

RUT LAN1 TR1

Figure 2.5: DR priority option test setup

Procedure:
Part A: The RUT has a numerically larger IP address than TR1.

Start the RUT with default DR priority of 1, and observe DR state information in the RUT.
Start TR1 with default DR priority of 1, and observe the D&es information in the RUT.
Change the DR priority of TR1 to 2, and observe the DR stdtgrnation in the RUT.
Change the DR priority of TR1 to 0, and observe the DR stdtgrnation in the RUT.
Change the DR priority of TR1 to 1, and observe the DR stdtgrnation in the RUT.
Change the DR priority of the RUT to 2, and observe the DR stdiormation in the RUT.
Change the DR priority of the RUT to 0, and observe the DR stdiormation in the RUT.
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Change the DR priority of the RUT to 1, and observe the DR stdormation in the RUT.

Part B: The RUT has a numerically smaller IP address than TR1.
The procedure is same as in Part A, except that TR1 has a roathesmaller IP address than TR1.

Observable Results:
Part A:
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. After the RUT is started with default DR priority of 1, it@hld be the DR for LAN1:

Xorp> show piminterface dc2
Interface State Mode V Pl Mstate Priority DRaddr Nei ghbor s
dc2 uP Sparse 2 DR 1 10.2.0.2 0

. After TR1 is started with default DR priority of 1, the RUMauld be still the DR for LAN1:

Xorp> show piminterface dc2
Interface State Mode V Pl Mstate Priority DRaddr Nei ghbor s
dc2 uP Sparse 2 DR 1 10.2.0.2 1

. After the DR priority of TR1 is increased to 2, TR1 shoulat@®e the DR for LAN1. The DR state
information in the RUT should show that the RUT is not the DiRraare:

Xorp> show piminterface dc2
Interface State Mode V Pl Mstate Priority DRaddr Nei ghbor s
dc2 UP Sparse 2 Not DR 110.2.0.1 1

. After the DR priority of TR1 is decreased to 0, the RUT skdutcome the DR for LANL:

Xorp> show piminterface dc2
Interface State Mode V Pl Mstate Priority DRaddr Nei ghbor s
dc2 UP Sparse 2 DR 1 10.2.0.2 1

. After the DR priority of TR1 is increased to 1, the RUT shlibabntinue to be the DR for LAN1:

Xorp> show piminterface dc2
Interface State Mode V Pl Mstate Priority DRaddr Nei ghbor s
dc2 upP Sparse 2 DR 1 10.2.0.2 1

. After the DR priority of the RUT is increased to 2, the RUDshl continue to be the DR for LANL:

Xorp> show piminterface dc2
Interface State Mode V Pl Mstate Priority DRaddr Nei ghbor s
dc2 upP Sparse 2 DR 2 10.2.0.2 1

. After the DR priority of the RUT is decreased to 0, TR1 skdutcome the DR for LAN1. The DR
state information in the RUT should show that the RUT is net@R anymore:

Xor p> show piminterface dc2
I nterface State Mode V Pl Mstate Priority DRaddr Nei ghbor s
dc2 UP Sparse 2 Not DR 0 10.2.0.1 1
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8. After the DR priority of the RUT is increased to 1, the RUDshl become the DR for LAN1:

Xorp> show piminterface dc2

Interface State Mode V Pl Mstate Priority DRaddr Nei ghbor s

dc2 UP Sparse 2 DR 1 10.2.0.2 1

Part B:

1. After the RUT is started with default DR priority of 1, it@hld be the DR for LAN1:

Xor p> show piminterface dc2

Interface State Mode V Pl Mstate Priority DRaddr Nei ghbor s

dc2 upP Sparse 2 DR 1 10.2.0.2 0
2. After TR1 is started with default DR priority of 1, it shaubecome the DR for LAN1. The DR state

information in the RUT should show that the RUT is not the DiRraare:

Xorp> show piminterface dc2

Interface State Mode V Pl Mstate Priority DRaddr Nei ghbor s

dc2 UP Sparse 2 Not DR 1 10.2.0.3 1
3. After the DR priority of TR1 is increased to 2, TR1 shoulehttoue to be the DR for LAN1. The DR

state information in the RUT should show that the RUT is net@iR:

Xorp> show piminterface dc2

Interface State Mode V Pl Mstate Priority DRaddr Nei ghbor s

dc2 UP Sparse 2 Not DR 1 10.2.0.3 1
4. After the DR priority of TR1 is decreased to 0, the RUT skidatcome the DR for LAN1.:

Xorp> show piminterface dc2

Interface State Mode V Pl Mstate Priority DRaddr Nei ghbor s

dc2 UP Sparse 2 DR 1 10.2.0.2 1
5. After the DR priority of TR1 is increased to 1, TR1 should¢dme the DR for LAN1. The DR state

in the RUT should show that the RUT is not the DR:

Xorp> show piminterface dc2

Interface State Mode V Pl Mstate Priority DRaddr Nei ghbor s

dc2 UP Sparse 2 Not DR 1 10.2.0.3 1
6. After the DR priority of the RUT is increased to 2, the RUDsll become the DR for LAN1:

24



Xorp> show piminterface dc2
Interface State Mode V Pl Mstate Priority DRaddr Nei ghbor s
dc2 UP Sparse 2 DR 2 10.2.0.2 1

7. After the DR priority of the RUT is decreased to 0, TR1 skdo¢écome the DR for LAN1. The DR
state in the RUT should show that the RUT is not the DR:

Xorp> show piminterface dc2
Interface State Mode V Pl Mstate Priority DRaddr Nei ghbor s
dc2 uP Sparse 2 Not DR 0 10.2.0.3 1

8. After the DR priority of the RUT is increased to 1, TR1 stkibabntinue to be the DR for LAN1. The
DR state information in the RUT should show that the RUT isthetDR:

Xorp> show piminterface dc2
Interface State Mode V Pl Mstate Priority DRaddr Nei ghbor s
dc2 upP Sparse 2 Not DR 1 10.2.0.3 1

Possible ProblemsNone.
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2.6 Generation ID Option

Purpose: Verify that a router properly sends and receives Hello ngesavith Generation ID option.
References:

e draft-ietf-pim-sm-v2-new-05 — Sections 4.3.1 and 4.10.2

Discussion:The Generation ID (GenlID) option contains a randomly geeer82-bit value that is regen-
erated each time PIM forwarding is started or restarted enriterface, including when the router itself
restarts. When a Hello message with a new GenlD is receiaed & neighbor, any old Hello information
about that neighbor should be discarded and supersedeé yfdhmation from the new Hello message. In
addition, if a router needs to send a Join/Prune or some otimgrol messages to the new neighbor, then it
must send a Hello message, immediately followed by the aakesontrol messages.

Test Setup: Connect the RUT, TR1, and Rx1 according to Figure 2.6. En@tW&SM on both the RUT

and TR1.
. LAN1 RUT LAN2 TR1
Figure 2.6: Generation ID option test setup
Procedure:

Part A: Transmission of a PIM Hello message containing a Gatnen 1D option.

1. Start the RUT.

2. Observe the messages transmitted by the RUT on LAN2 faaatTr i gger ed_Hel | o_Del ay
+3*Hel |l o_Hol dti ne(i.e.,(5 secs) + 3 * (105 secs)).

3. Restart the RUT interface that connects the RUT to LAN2.

4. Observe the messages transmitted by the RUT on LAN2 faaatTr i gger ed_Hel | o_Del ay
(5 secs).

5. Restart the RUT.

6. Observe the messages transmitted by the RUT on LAN2 faaatTr i gger ed_Hel | o_Del ay
(5 secs).

Part B: Reception of a PIM Hello message containing a GemandD option.

1. Start both the RUT and TR1.

2. Observe the messages transmitted by the RUT on LANZ2.
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3. Quit TR1 (.e.,stop it without graceful shutdown), and start it immediatel

Part C: Reception of a PIM Hello message containing a GemenaD option when the RUT has pending
Join messages to send.

Configure both the RUT and TR1 such that it is the RP for group@2.20. This configuration can be
either manual, or implicit through the Bootstrap mechanig€honfigure Rx1 such that it is the receiver for
group 224.0.1.20.

1. Start both the RUT and TR1. If necessary, wait until thedePin the RUT and TR1 converges.
2. Start Rx1, and observe the Join state in the RUT and TR1.
3. Observe the messages transmitted by the RUT on LANZ2.

4. Quit TR1 (.e.,stop it without graceful shutdown), and start it immediatel

Observable Results:
Part A:

e After the RUT is started, after a random interval between @ Bni gger ed_Hel | o_Del ay (5
secs) the RUT should start transmitting Hello message wéhe@ation ID option included. There
should be a Hello message evéfgl | o_Hol dt i me (105 secs), and the value of the Generation 1D
must be same for all messages.

e After the RUT interface that connects the RUT to LANZ2 is restdh, after a random interval between
0 andTri ggered_Hel | o_Del ay (5 secs) the RUT should transmit on LAN2 a Hello message
with Generation ID option included. The value of this GetieralD must be different from the value
of the Hello message before the restart.

e After the RUT is restarted, after a random interval betweamd@Tr i gger ed_Hel | o_Del ay (5
secs) the RUT should transmit on LAN2 a Hello message withe@gion 1D option included. The
value of this Generation ID must be different from the val@ithe Hello message before the restart.

Part B:
e After the RUT receives the first Hello message from TR1 thatdifierent Generation ID from the

one before the restart, after a random interval between andger ed_Hel | o_Del ay (5 secs)
the RUT should transmit on LAN2 a Hello message.

Part C:

e After the RUT receives the first Hello message from TR1 thatdifierent Generation ID from the
one before the restart, the RUT should transmit immediaiel{.AN2 a Hello message followed by
a PIM Join/Prune message with group 224.0.1.20 includeldeitigt of joined groups.

Possible ProblemsNone.
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2.7 Two-Way Neighbor Adjacency Without Hello Messages

Purpose: Verify that a router can be configured to form a two-way neahédjacency even if no Hello
message was received.

References:
e draft-ietf-pim-sm-v2-new-05 — Sections 4.3.1, and 4.5

e draft-ietf-pim-sm-bsr-03 — Section 3

Discussion: The following PIM control messages should only be acceptedfocessing if they come
from a known PIM neighbor: Join/Prune, Bootstrap, Asseraftzand Graft-Ack. A PIM router hears
about PIM neighbors through PIM Hello messages. Howevengsalder PIM implementations incorrectly
fail to send Hello messages on point-to-point interfacesnd#, the protocol specification recommends that
a configuration option should be provided to allow interagien with such old routers (disabled by default).
More specifically, if the option is enabled, then the abovwd Pbntrol messages should be accepted from a
neighbor even if no Hello message was received first fromriagghbor.

Test Setup: Connect the RUT, TR1, S1, and Rx1 according to Figure 2.7 bErRRIM-SM on both TR1
and the RUT. Configure TR1 as a Candidate-BSR, and the RUT adidate-RP. Modify or configure
TR1 such that it never sends PIM Hello messages. ConfigureaRa1S1 such that Rx1 is a receiver, and
S1is a sender, both for group 224.0.1.20.

. LAN1 TR1 LAN2 RUT LAN3 <:>

Figure 2.7: Two-way neighbor adjacency without Hello mgesatest setup

Procedure:

1. Start TR1 and the RUT.

2. Observe the messages transmitted by TR1 and the RUT, ameitghbor and Bootstrap state infor-
mation in the RUT.

3. Wait until TR1 transmits 2-3 Bootstrap messages.

4. Enable the interoperability option in the RUT (withoustarting it), such that the RUT would accept
PIM control messages from TR1 even if TR1 does not send Hedigsages.

5. Wait until TR1 transmits 2-3 Bootstrap messages.
6. Start Rx1.
7. Start S1.

Observable Results:
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e After TR1 and the RUT are started, the RUT should start trattisign PIM Hello messages on LAN2.

e After TR1 receives the first Hello message from the RUT, TRiukhunicast a Bootstrap message to
the RUT. After that it start transmitting periodically oriBootstrap messages on LANZ2.

e Each Bootstrap message received by the RUT should be ighealise it comes from an unknown
neighbor. Therefore, the RUT should not have a BSR:

Xor p> show pi m boot strap
Active zones:

BSR Pri Local Address Pri State Ti meout SZTi neout
Expi ring zones:

BSR Pri Local Address Pri State Ti meout SZTi neout
Configured zones:

BSR Pri Local Address Pri State Ti meout SZTi neout
0.0.0.0 0 0.0.0.0 OlInit -1 -1

In addition, the neighbor state information in the RUT slddog empty:

Xor p> show pi m nei ghbors
Interface DRpriority Nei ghbor Addr V Mode Hol dti me Ti neout

e After the interoperability option in the RUT is enabled, thext Bootstrap message from TR1 should
be accepted by the RUT. As a result, the Bootstrap state iRitileshould show that TR1 is the BSR:

Xor p> show pi m boot strap

Active zones:

BSR Pri Local Address Pri State Ti meout SZTi neout
10.2.0.1 10.0.0.0 0 AcceptPreferred 74 1444

Eventually, the neighbor state information in the RUT magvelTR1. If this is the case, the state
information in the RUT for TR1 should be refreshed by eachtBiap originated by TR1:

Xor p> show pi m nei ghbors
Interface DRpriority Nei ghbor Addr V Mbde Hol dti me Ti meout
dc2 none 10.2.0.1 2 Sparse 210 164

e After Rx1 is started, TR1 should send PIM Join message fangg24.0.1.20 on LANZ2 toward the
RP (the RUT).

e After S1 is started, the multicast data packets originated bhould be forwarded by the RUT and
TR1 to Rx1.

Possible ProblemsNone.

29



Test Group 3

PIM Register Messages

Scope:Test sending and receiving of PIM Register messages.

Overview: The Designated Router (DR) on a LAN or point-to-point linkcepsulates multicast packets
from local sources to the RP for the relevant group unlessciemtly received a Register-Stop message for
that (S,G) or (*,G) from the RP. When the DR receives a RegStep message from the RP, it starts a
Register-Stop Timer to maintain this state. Just beforeRbgister-Stop Timer expires, the DR sends a
Null-Register message to the RP to allow the RP to refresiRéggster-Stop information at the DR. If the
Register-Stop Timer actually expires, the DR will resumeagsulating packets from the source to the RP.
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3.1 Register Messages Transmission

Purpose: Verify that a DR properly sends Register messages.
References:

e draft-ietf-pim-sm-v2-new-05 — Section 4.4.1

Discussion: The DR encapsulates multicast packets from local sourtesPitM Register messages, and
unicasts them to the RP for the relevant multicast group.

Test Setup: Connect the RUT, TR1, TR2, S1, and Rx1 according to Figure &a&nfigure the RUT,
TR1, and TR2 such that TR1 is the RP for group 224.0.1.20, aod that it never attempts to switch to
the shortest-path tree by originating an (S,G) SPT Join agestoward a source. Enable PIM-SM on the
RUT, TR1, and TR2. Configure Rx1 and S1 such that Rx1 is a receand S1 is a sender, both for group
224.0.1.20.

— RUT |+

. LAN1 TR1 LAN2 LAN3 <:>

— TR2

Figure 3.1: Register messages transmission test setup

Procedure:
Part A: Transmission of Register messages.

Configure the RUT such that it is the DR on LANS.

Startthe RUT, TR1, and TR2. If necessary, wait until thedePin the RUT, TR1, and TR1 converges.
Start Rx1.

Observe the messages transmitted by the RUT and TR2 on LAN2

a M W NP

Start S1.

Part B: Non-transmission of Register messages.
The procedure is same as in Part A, except that TR1 instedet RWT is the DR on LAN3.

Part C: Switching between transmission and non-transmmissi Register messages.
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Configure the RUT such that it is the DR on LANS.

Startthe RUT, TR1, and TR2. If necessary, wait until thedePin the RUT, TR1, and TR1 converges.
Start Rx1.

Observe the messages transmitted by the RUT and TR2 on LAN2

Start S1.

Reconfigure the RUT (without stopping it), such that TRthesDR on LANS.

N oo o M w N oRE

Reconfigure the RUT (without stopping it), such that itingsithe DR on LAN3.

Part D: Handling of Register-Stop(S,G) messages at the DR.

1. Start the RUT and TR1 (note that in this part we do not use) TR2ecessary, wait until the RP-set
in the RUT and TR1 converges.

. Start Rx1.

. Observe the messages transmitted by the RUT on LAN2.

2
3
4. Start S1.
5. Stop Rx1.
6

. Start Rx1.

Observable Results:

Part A:
After S1 is started, the RUT should start encapsulating #ta packets transmitted by S1 in PIM Reg-
ister messages, and unicast them to the RP (TR1, that shecdgbsulate and forward them to Rx1).

Part B:

After S1is started, the RUT should NOT encapsulate the datkgts transmitted by S1 in PIM Register
messages. Instead, TR2 should encapsulate and unicastalieenRP (TR1, that should decapsulate and
forward them to Rx1).

Part C:

e After S1 is started, the RUT should start encapsulating #ta gackets transmitted by S1 in PIM
Register messages, and unicast them to the RP (TR1, thdtdsteeapsulate and forward them to
Rx1).

e After the RUT is reconfigured such that it is not the DR on LAN3hould immediately stop trans-
mitting PIM Register messages to the RP. Instead, the newlRR)(should start transmitting them.

e After the RUT is reconfigured such that it is again the DR on I13AM should immediately start
transmitting PIM Register messages to the RP. The previeuglR2) should stop transmitting them.
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Part D:

e After S1 is started, the RUT should start encapsulating titea gackets transmitted by S1 in PIM
Register messages, and unicast them to the RP (TR1, thdtsteeapsulate and forward them to
Rx1).

e After Rx1 is stopped, TR1 should send PIM Register-Stop ags$o the RUT for each PIM Register
message it receives from the RUT (including the PIM Null-Reg messages). After receiving the
first PIM Register-Stop message, the RUT should stop serfdlingRegister messages to the RP
(TR1) with the encapsulated data packets from S1. Howenam fime to time the RUT should be
sending PIM Null-Register messages to the RP (TR1) with iimerval between two messages a
random value chosen uniformly from the interval
(0.5 *Regi ster _Suppressi on_Ti ne,1.5*Regi st er _Suppressi on_Ti nme)

- Regi st er _Probe_Ti ne

= ((0.5*60 secs, 1.5 *60 secs) - 5 secs).

To each PIM Null-Register message, the RP (TR1) should rebpith a PIM Register-Stop message,
therefore the RUT should continue not to encapsulate trephatkets from S1.

e After Rx1 is started again, the RP (TR1) should send an SK3) (&in message on LAN2 toward the
source. As a result, the data packets from S1 should be fdeddo the RP (TR1) natively instead of
encapsulating them in PIM Register messages.

Possible Problems:in Part C, if the sender’s rate is relatively high, there doog few packet losses at
Rx1 when the DR on LAN3 changes.
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3.2 Register Tunnel Interface

Purpose: Verify that a Register tunnel virtual interface is propectgated, removed, or changed.
References:

e draft-ietf-pim-sm-v2-new-05 — Section 4.4.1

Discussion:When the DR has to encapsulate the data packets from localesointo PIM Register mes-
sages, and unicasts them to the RP for the relevant muliijrasp, it creates a Register tunnel virtual
interface with its encapsulation target being the RP. IflfiRshould stop encapsulating the data packets,
it removes the Register tunnel virtual interface. If the RPthe multicast group changes, the DR should
update the Register tunnel virtual interface.

Test Setup: Connect the RUT, TR1, TR2, S1, and Rx1 according to Figure Briable PIM-SM on the
RUT, TR1, and TR2. In all the tests, configure the RP such thehier attempts to switch to the shortest-
path tree by originating an (S,G) SPT Join message towardraesoEnable PIM-SM on the RUT, TR1, and
TR2. Configure Rx1 and S1 such that Rx1 is a receiver, and S4ander, both for group 224.0.1.20.

. LAN1 TR1 LAN2 TR2 LAN3 RUT LAN4 <:>

Figure 3.2: Register tunnel interface test setup

Procedure:

Part A: Add and remove Register tunnel.

Configure TR1 such that it is the RP.

Startthe RUT, TR1, and TR2. If necessary, wait until thedeFin the RUT, TR1, and TR2 converges.
Start Rx1.

Observe the Register state machine at the RUT, and thexgessgansmitted by the RUT on LAN3.
Start S1.

Stop Rx1.

N oo o~ w N PF

Stop S1.

Part B: Update Register tunnel.

1. Configure TR1 such that it is the RP.
2. Startthe RUT, TR1, and TR2. If necessary, wait until thedefin the RUT, TR1, and TR2 converges.
3. Start Rx1.
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4. Observe the Register state machine at the RUT, and thegesssansmitted by the RUT on LANS3.
5. Start S1.
6. Reconfigure TR1 and TR2 such that TR2 becomes the RP.

Observable Results:
Part A:

e After Rx1 is started, the Register state machine in the RWEdarce S1 and group 224.0.1.20 should
be in No Info state:

Xorp> show pimjoin 224.0.1. 20
Group Sour ce RP Fl ags

Further, no PIM Register messages should be transmitteldeRRWT.

e After S1 is started, the Register state machine in the RUEdarce S1 and group 224.0.1.20 should
be in Join state, and the Register tunnel virtual interfdmrilsl be created between the RUT and the
RP (TR1):

Xorp> show pimjoin 224.0.1. 20

Gr oup Sour ce RP Fl ags

224.0.1. 20 10.4.0.2 10.2.0.1 SG SPT Directl yConnectedS
Upstreaminterface (S): dcO
Upstreaminterface (RP): dc2

Upstream MRI B next hop (RP): 10.3.0.1
Upstream MRI B next hop (S): UNKNOW

Upstream RPF (S, G : UNKNOWN

Upstream st at e: Joi ned

Regi ster state: Regi st er Joi n Regi st er Coul dRegi st er
Join tiner: 13

Local receiver include WC. .............
Local receiver include SG .............
Local receiver exclude SG .............

Joins RP: L.
Joins WC. L.
Joins SG L. @]
Join state: ... @]

Prune state: L.
Prune pending state:  .............
| am assert wi nner state: .............
| am assert loser state: .............
Assert winner W&, L.
Assert winner SG ... ...
Assert lost WC. L.



Assert lost SG L. L.
Assert lost SG RPT:  .............

Assert tracking SG B O (0]
Coul d assert WC. ...
Coul d assert SG ... ... @]
| am DR ....00.....

I mediate olist RP. ... ... ......
| mediate olist We. ... L.
I mediate olist SG  ............ @]
I nherited olist SG  ............ @]
Inherited olist SGRPT:  .............
PIMinclude WC. ... .........
PIMinclude SG ... .. ... ....
PI M exclude SG ... ... L.

Further, each data packet from S1 should be encapsulatdr: RUT in a PIM Register message and
unicast to the RP (TR1).

After Rx1 is stopped, the RP (TR1) should send PIM Registep-&essage to the RUT for each PIM
Register message it receives from the RUT (PIM Null-Registessages excluded). After the RUT
receives the first PIM Register-Stop message, the Registeet virtual interface to the RP (TR1)
should be in Prune state:

Xor p> show pimjoin 224.0.1. 20

G oup Sour ce RP Fl ags

224.0.1. 20 10.4.0.2 10.2.0.1 SG Directl yConnect edS
Upstreaminterface (S): dcO
Upstreaminterface (RP): dc2

Upstream MRI B next hop (RP): 10.3.0.1
Upstream MRI B next hop (S): UNKNOWN

Upstream RPF (S, G : UNKNOVWN

Upstream st at e: Not Joi ned

Regi ster state: Regi st er Prune Regi st er Coul dRegi st er
Join tiner: -1

Local receiver include WC. .............
Local receiver include SG .............
Local receiver exclude SG .............
Joins RP: L.
Joins WC. L.
Joins SG L.
Join state: ..
Prune state: L.
Prune pending state:  .............
| am assert wi nner state: .............
| am assert loser state: .............
Assert winner W&, ...,



Assert winner SG ... ...
Assert lost We. L.
Assert lost SG ...,
Assert lost SG RPT:  .............
Assert tracking SG ... ... ...
Coul d assert WC. ... ...
Coul d assert SG ...
| am DR ....00.....
I mediate olist RP. ... ......
| mediate olist We. ... ...
| mediate olist SG ... ... . ...,
I nherited olist SG  .............
Inherited olist SGRPT:  .............
PIMinclude WC. ... . ..., ....
PIMinclude SG ... .. ... ....
PI M exclude SG ... ... L.

Further, from time to time the RUT should be sending PIM NRélgister messages to the RP (TR1)
with time interval between two messages a random value ohas&rmly from the interval

(0.5 *Regi st er _Suppressi on_Ti ne,1.5*Regi st er _Suppressi on_Ti ne)

- Regi ster _Probe_Ti ne

= ((0.5*60 secs, 1.5 * 60 secs) - 5 secs).

To each PIM Null-Register message, TR1 should respond witlvBRegister Stop message, there-
fore the RUT should continue not to encapsulate the dategpaflom S1.

e After S1is stopped, and after periodkéepal i ve_Per i od (210 secs), the state for source S1 and
group 224.0.1.20 in the RUT should expire:

Xorp> show pimjoin 224.0.1. 20
G oup Sour ce RP Fl ags

Further, no PIM Register messages should be transmittelolebiR W T.

Part B:

e The results until after S1 is started should be same as inrAPart

e After TR1 and TR2 are reconfigured such that TR2 becomes thariRIRafter the RP-set in the RUT,
TR1, and TR2 converges, the Register tunnel virtual interfa the RUT should be updated to point
to the new RP (TR2). The Register state machine should stilh Join state:

Xor p> show pimjoin 224.0.1.20

Group Sour ce RP Fl ags

224.0.1. 20 10.4.0.2 10.3.0.1 SG SPT Directl yConnectedS
Upstreaminterface (S): dcO
Upstreaminterface (RP): dc2
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Upstream MRI B next hop

Upstream MRI B next hop
Upstream RPF (S, G :
Upstream st at e:

Regi ster state:

Join tiner:

Local receiver include
Local receiver include
Local receiver exclude
Joi ns RP:

Joi ns WC

Joi ns SG

Join state:
Prune state:
Prune pendi ng state:

(RP):

(S):

| am assert w nner state:

| am assert | oser state:
Assert w nner WC
Assert wi nner SG
Assert | ost WC

Assert | ost SG

Assert | ost SG RPT:
Assert tracking SG
Coul d assert WC

Coul d assert SG

I am DR

| medi ate olist RP:

| medi ate olist WC

| mredi ate olist SG

I nherited olist SG

I nherited olist SG RPT:

PI M i ncl ude WC:
PI M i ncl ude SG
Pl M excl ude SG

10.3.0.1

UNKNOWN

UNKNOAN

Joi ned

Regi st er Joi n Regi st er Coul dRegi st er
48

Further, each data packet from S1 should be encapsulatde RUT in a PIM Register message and

unicast to the new RP (TR2).

Possible Problems:In Part B, if the RP-set converges such that the RUT learnsTtR2 is the RP
before TR2 itself, the PIM Register messages the RUT senfiRfomay result in TR2 sending-back PIM
Register-Stop messages. Those PIM Register-Stop mesgagkekschange the state for source S1 and group
224.0.1.20 in the RUT to Prune, and will stop the PIM Registezapsulation of the data packets from S1.
Further, after TR2 learns that it is the RP, it may actuallydsen SPT (S,G) Join message on LAN2 toward
the source. As a result, the data packets from S1 will be fatedito Rx1 natively instead of encapsulating

them in PIM Register messages.
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3.3 Register Messages Reception

Purpose: Verify that an RP properly receives and decapsulates Registssages.
References:

e draft-ietf-pim-sm-v2-new-05 — Section 4.4.2

Discussion: If the RP for a multicast group receives Register messageth&b group, and if there are
receivers that have joined that group, the RP decapsula¢edata packets, and forwards them natively to
the receivers. If the multicast group has no receivers, theséds Register-Stop to the originator of the
Register messages.

Test Setup: Connect the RUT, TR1, TR2, S1, and Rx1 according to Figure Bré&able PIM-SM on the
RUT, TR1, and TR2. In all the tests, configure the RP such theier attempts to switch to the shortest-
path tree by originating an (S,G) SPT Join message towardraesoEnable PIM-SM on the RUT, TR1, and
TR2. Configure Rx1 and S1 such that Rx1 is a receiver, and S$asder, both for group 224.0.1.20.

. LAN1 RUT LAN2 TR1 LAN3 TR2 LAN4 <:>

Figure 3.3: Register messages reception test setup

Procedure:
Part A: Receiving Register messages at the RP when thereeteaver.

Configure the RUT such that it is the RP.

Start the RUT, TR1, and TR2. If necessary, wait intil theg®®Pin the RUT, TR1, and TR2 converges.
Start Rx1.

Observe the messages transmitted by the RUT on LAN2, anchéssages received by Rx1.

Start S1.

Stop Rx1.

N oo o M 0w NP

Start Rx1.

Part B: Receiving Register messages at the RP when thererécaiver.

1. Configure the RUT such that it is the RP.
2. Startthe RUT, TR1, and TR2. If necessary, wait intil theg@Pin the RUT, TR1, and TR2 converges.

3. Observe the messages transmitted by the RUT on LAN2, anchéssages received by Rx1.
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4. Start S1.
5. Start Rx1.
6. Stop Rx1.

7. Start Rx1.

Part C: Receiving Register messages at the non-RP.

1. Manually configure TR2 only to appears that the RUT is theHRRvever, configure the RUT itself,
and TR1 such that for both of them appear that TR1 is the RP.

2. Start Rx1.
3. Start S1.

Observable Results:
Part A:

e After S1 is started, the data messages it transmits shoudthdepsulated in PIM Register messages
by TR2, and sent to the RP (the RUT). The RUT should decagsth&m, and forward the inner
multicast packets down the shared multicast tree to Rx1.

e After Rx1 is stopped, the RUT should send PIM Register-Stepsage to TR2 for each PIM Register
message it receives from the RUT (including the PIM Null-R&g messages). After receiving the
first PIM Register-Stop message, TR2 should stop sending Rebfister messages to the RP (the
RUT) with the encapsulated data packets from S1. Howewan fime to time TR2 should be sending
PIM Null-Register messages to the RP (the RUT) with timerirgtebetween two messages a random
value chosen uniformly from the interval
(0.5 *Regi ster _Suppressi on_Ti ne,1.5*Regi st er _Suppressi on_Ti ne)

- Regi st er _Probe_Ti ne

= ((0.5*60 secs, 1.5 *60 secs) - 5 secs).

To each PIM Null-Register message, the RP (the RUT) showpored with a PIM Register-Stop
message, therefore TR2 should continue not to encapshkatiata packets from S1.

e After Rx1 is started again, the RUT should send an SPT (S,{B)rdessage on LAN2 toward the
source. As a result, the data packets from S1 should be fdedato the RP (the RUT) natively
instead of encapsulating them in PIM Register messages.

Part B:

e After S1 is started, the first one or few data messages itrimshould be encapsulated in PIM
Register messages by TR2, and sent to the RP (the RUT). ThesRbllid respond to each PIM
Register message with a PIM Register-Stop message fores@®lrand group 224.0.1.20. After TR2
receives the first Register-Stop message, it should stogpsuotating the data packets and sending
them to the RP (the RUT).
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e From time to time TR2 should be sending PIM Null-Register saggs to the RP (the RUT) with time
interval between two messages a random value chosen uhifnam the interval
(0.5 *Regi ster _Suppressi on_Ti ne,1.5*Regi st er _Suppressi on_Ti nme)
- Regi st er _Probe_Ti ne
= ((0.5*60 secs, 1.5 * 60 secs) - 5 secs).
To each PIM Null-Register message, the RP (the RUT) showdored with a PIM Register-Stop
message, therefore TR2 should continue not to encapshiatiata packets from S1.

e After Rx1 is started, the RUT should send an SPT (S,G) Joirsageson LAN2 toward the source.
As a result, the data packets from S1 should be forwardedet®# (the RUT) natively instead of
encapsulating them in PIM Register messages.

e After Rx1 is stopped, the RUT should send an SPT (S,G) Prussage on LAN2 toward the source.
As a result, the data packets from S1 should not be forwargddd2 from LAN4 on LAN3.

e After Rx1 is started again, the RUT should send an SPT (S,{B)rdessage on LAN2 toward the
source. As a result, the data packets from S1 should be agdiorivarded to the RP (the RUT)
natively instead of encapsulating them in PIM Register agss.

Part C:

e After S1 is started, the first one or few data messages itrtrishould be encapsulated in PIM
Register messages by TR2, and sent to the RUT, which TR2sénthe RP for group 224.0.1.20.
However, because the RUT is not the RP, it should responcctoRRBM Register message with a PIM
Register-Stop message for source S1 and group 224.0.1{@0.T/R2 receives the first Register-Stop
message, it should stop encapsulating the data packeteadithg them to the RUT.

e From time to time TR2 should be sending PIM Null-Register sages to the RUT with time interval
between two messages a random value chosen uniformly fremteérval
(0.5 *Regi ster _Suppressi on_Ti ne,1.5*Regi st er _Suppressi on_Ti nme)
- Regi st er _Probe_Ti ne
= ((0.5*60 secs, 1.5 *60 secs) - 5 secs).
To each PIM Null-Register message, the RUT should respotidl avPIM Register-Stop message,
therefore TR2 should continue not to encapsulate the datetsafrom S1.

Possible ProblemsNone.
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Test Group 4

PIM Join/Prune Messages

Scope:Test sending and receiving of PIM Join/Prune messages.

Overview: A PIM Join/Prune message consists of a list of groups and afli¥oined and Pruned source
for each group. It is used by the router originating it to egsrinterest (or lack of interest) in receiving
multicast traffic for specific groups and sources.

A Join/Prune message may contain four types of entries. AB)(Join/Prune entry is sent toward the
RP for group G, and is used to express interest in receivifgjaast packets from all sources for that group.
An (S,G) Join/Prune entry is sent toward the specified soBr@and is used to express interest in receiving
multicast packets from the specified source S and group GSAB,(pt) Prune entry is sent toward the RP
for group G, and is used to stop receiving multicast packeth® shared tree for the specified source S (note
that there is no (S,G,rpt) Join entry, because the (*,Gyeasitised for that purpose). An (*,*,RP) Join/Prune
entry is sent toward the specified RP, and is used to exprés®sh in receiving multicast packets for all
multicast groups that use the specified RP as the root ofghaied trees.

The Join/Prune messages are sent either periodic or agerted) by some events. Typically, all Join
messages and the (S,G,rpt) Prune messages are sent digiodic
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4.1 Receiving (*,*,RP) Join/Prune Messages

Purpose: Verify that (*,*,RP) Join/Prune messages are received aodgssed properly.
References:

e draft-ietf-pim-sm-v2-new-05 — Section 4.5.1

Discussion:When a PIM-SM router receives a PIM (*,*,RP) Join/Prune ragssthe per-interface (*,*,RP)
state machine should be updated appropriately. Typidéaldn (*,*,RP) Join message is received, the in-
terface it was received on should be added to the set of aggoierfaces to forward packets destined for
any group handled by the specified RP. If that set has justnbecesn-empty, an (*,*,RP) Join should be
sent toward the RP. If an (*,*,RP) Prune message is receiypatally it should remove the interface it was
received on from the set of outgoing interfaces to forwardkpts destined to any group handled by the
specified RP. If that set has just became empty, an (*,*,RiMémessage should be sent toward the RP.

Test Setup: Connect the RUT, TR1, TR2, TR3, S1, and S2 according to Figuré. Enable PIM-SM on
the RUT, TR1, TR2, and TR3. Configure S1 and S2 as sendersdop §24.0.1.20.

LAN1 TR1 |—
LAN3 RUT LAN4 TR3 LANS ( ::>
LAN2 TR2 |
Figure 4.1: Receiving (*,*,RP) Join/Prune messages tégpse
Procedure:

Part A: Receiving (*,*,RP) Join messages at the RP.

1. Configure the RUT as the RP. Start the RUT and TR1. If nepgssait until the RP-set in the RUT
and TR1 converges.

2. Start observing the downstream (*,*,RP) per-interfaag¢esmachine at the RUT.

3. Compose an (*,*,RP) Join message at TR1 with the RP addetds the address of the RUT, and
send it to the RUT. Th@/ P_Hol dTi ne of the message should be set to its default value (210 secs).

INote that S1 is used only when TR3 and S2 are not used, herscedt hecessary to have two senders at same time.
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4. Start S1, and observe the data packets transmitted bylifieoR LANS3.
5. Wait until the downstream (*,*,RP) per-interface staté¢hie RUT expires.

6. Observe the data packets transmitted by the RUT on LAN3.

Part B: Receiving (*,*,RP) Prune messages at the RP.

1. Configure the RUT as the RP. Start the RUT and TR1. If nepgssait until the RP-set in the RUT
and TR1 converges.

2. Start observing the downstream (*,*,RP) per-interfaedesmachine at the RUT.

3. Compose an (*,*,RP) Prune message at TR1 with the RP adge¢s$o the address of the RUT, and
send it to the RUT. Th@/ P_Hol dTi ne of the message should be set to its default value (210 secs).

4. Compose an (*,*,RP) Join message at TR1 with the RP addetgs the address of the RUT, and
send it to the RUT. Th@/ P_Hol dTi ne of the message should be set to its default value (210 secs).

5. Start S1, and observe the data packets transmitted byufieoR LAN3.

6. Compose an (*,*,RP) Prune message at TR1 with the RP alge¢s$o the address of the RUT, and
send it to the RUT.

7. Observe the messages and data packets transmitted by TherRLANS.

Part C: Receiving (*,*,RP) Join messages at non-RP router.

1. Configure TR3 as the RP. Start the RUT, TR1, and TR3. If macgswait until the RP-set in the
RUT, TR1, and TR3 converges.

2. Start observing the downstream (*,*,RP) per-interfaedesmachine at the RUT.

w

Compose an (*,*,RP) Join message at TR1 with the RP addet$s the address of TR3, and send it
to the RUT. Thel/ P_Hol dTi nme of the message should be set to its default value (210 secs).

Observe the messages transmitted by the RUT on LANA4.
Start S2, and observe the data packets transmitted bytfieoR LAN3.

Wait until the downstream (*,*,RP) per-interface statdéhie RUT expires.

S L

Observe the data packets transmitted by the RUT on LAN3.

Part D: Receiving (*,*,RP) Prune messages at non-RP router.

1. Configure TR3 as the RP. Start the RUT, TR1, and TR3. If macgswait until the RP-set in the
RUT, TR1, and TR3 converges.

2. Start observing the downstream (*,*,RP) per-interfaagesmachine at the RUT.
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. Compose an (*,*,RP) Prune message at TR1 with the RP adget$o the address of TR3, and send
it to the RUT. Theld/ P_Hol dTi ne of the message should be set to its default value (210 secs).

4. Compose an (*,*,RP) Join message at TR1 with the RP addet$s the address of TR3, and send it
to the RUT. Thel/ P_Hol dTi nme of the message should be set to its default value (210 secs).

5. Observe the messages transmitted by the RUT on LANA4.
6. Start S2, and observe the data packets transmitted byufieR LAN3.

7. Compose an (*,*,RP) Prune message at TR1 with the RP adse¢$o the address of TR3, and send
it to the RUT.

8. Observe the messages transmitted by the RUT on LAN3 andd,.Ahd the data packets transmitted
by the RUT on LAN3.

Part E: Receiving (*,*,RP) Prune messages on a LAN.
This part is same as Part D, except that in Step 1 we start TR2las

Part F: Receiving (*,*,RP) Join and Prune messages on a LAN.
This part is same as Part E, except that in Step 2 we compossaddame (*,*,RP) Join message from
TR2 as well.

Observable Results:
Part A:
e After the (*,*,RP) Join message is received by the RUT, itudtiacreate the appropriate (*,*,RP)

multicast routing entry for that RP, and the interface tahWaAN3 should be in Join state and added
to the set of outgoing interface for that entry:

Xor p> show pimjoin

Group Sour ce RP Fl ags

224.0.0.0 10.3.0.1 10.3.0.1 RP
Upstreaminterface (S): UNKNOWN
Upstreaminterface (RP): register_vif

Upstream MRI B next hop (RP): UNKNOMW
Upstream MRI B next hop (S): UNKNOMW

Upstream RPF' (*, G : UNKNOWN
Upstream RPF (S, G : UNKNOWN
Upstream RPF' (S, G rpt): UNKNOWN
Upstream st at e: Joi ned

Regi ster state:

Join tiner: 52

Joins RP: L. O......
Join state: ... O......

Prune state: L
Prune pending state: ..., ... ...,
Coul d assert We. ... O......



| amDR .. QO ......
| mediate olist RP:. . ..... O......
I nherited olist SG  ..............
I nherited olist SGRPT:  ..............

e After S1is started, the multicast data packets should besfiated by the RUT on LAN3.

e After J/ P_Hol dTi e (210 secs), the (*,*,RP) state machine for the interfacedbanects the RUT
to LANS should timeout and transition to Nolnfo statee(, the (*,*,RP) entry in the RUT should
expire). As a result of that transition, no multicast paslsttould be forwarded by the RUT on LAN3.

Part B:

e After the (*,*,RP) Prune message is received by the RUT, tfeRP) state machine for the interface
that connects the RUT to LAN3 should continue to stay in thénftostate (.e.,no (*,*,RP) multicast
routing entry should be created).

o After that, the results until after S1 is started should bresas in Part A.

e After the (*,*,RP) Prune message is received by the RUT, tfeéRP) state machine for the interface
that connects the RUT to LAN3 should transition to Nolnfaet@ae., the (*,*,RP) entry in the RUT
should expire). As a result of that transition no multicasthets should be forwarded by the RUT on
LANS3.

Part C:
e After the (*,*,RP) Join message is received by the RUT, itudtiacreate the appropriate (*,*,RP)

multicast routing entry for that RP, and the interface taWafAN3 should be in Join state and added
to the set of outgoing interface for that entry:

Xor p> show pimjoin

Group Sour ce RP Fl ags

224.0.0.0 10.9.0.1 10.9.0.1 RP
Upstreaminterface (S): UNKNOWN
Upstreaminterface (RP): dcl

Upstream MRI B next hop (RP): 10.3.0.2
Upstream MRI B next hop (S): UNKNOWN

Upstream RPF (*, G : UNKNOWN
Upstream RPF’ (S, G : UNKNOWN
Upstream RPF' (S, G rpt): UNKNOWN
Upstream st at e: Joi ned

Regi ster state:

Join tiner: 47

Joins RP. L. O......
Join state: ... O......

Prune state: L



Prune pending state: ..., ... .. ..

Coul d assert We. L. O......
| amDR:. L. O......
| mediate olist RP: . ..... O......

| nherited olist SG ... ... ... ...,
I nherited olist SGRPT:  ..............

Further, the RUT itself should originate an (*,*,RP) Joingsage toward the RP (TR3).

e After S2 is started, the multicast data packets forwarded®R$ on LAN4 should be forwarded by
the RUT on LAN3.

e After J/ P_Hol dTi e (210 secs), the (*,*,RP) state machine for the interfacedbanects the RUT
to LANS should timeout and transition to Nolnfo statee(, the (*,*,RP) entry in the RUT should
expire). As a result of that transition, the RUT should sefiitiRP) Prune message toward the RP
(TR3), and no multicast packets should be forwarded by th& RULANS.

Part D:

e After the (*,*,RP) Prune message is received by the RUT, tfeRP) state machine for the interface
that connects the RUT to LAN3 should continue to stay in thénftostate (.e.,no (*,*,RP) multicast
routing entry should be created).

e After that, the results until after S2 is started should beesas in Part C.

e After the (*,*,RP) Prune message from TR1 is received by th Rhe (*,*,RP) state machine for
the interface that connects the RUT to LAN3 should transitomNolnfo statei(e.,the (*,*,RP) entry
in the RUT should expire). As a result of that transition, R@T should send (*,*,RP) Prune message
toward the RP (TR3), and no multicast packets should be faleehby the RUT on LAN3. Note that
because the RUT has only one PIM neighbor on LAN3, it does eetirio send (*,*,RP) PruneEcho
on LAN3.

Part E:

e The results until after S2 is started should be same as ilCPamt D.

e After the (*,*,RP) Prune message from TRL1 is received by th Rhe (*,*,RP) state machine for
the interface that connects the RUT to LAN3 should transitmPrune-Pending state (the reason that
it does not transit to Nolnfo instead is because the RUT ha= iti@n one PIM neighbors on that
interface). AfterJ/ P_Overri de_lI nterval (1) (3 secs), the Prune-Pending Timer on that inter-
face should expire, and the (*,*,RP) state machine for tieriace should send (*,*,RP) PruneEcho
on LANS3 and transit to Nolnfo staté€.,the (*,*,RP) entry in the RUT should expire). As a result of
that transition, the RUT should send (*,*,RP) Prune messagard the RP (TR3), and no multicast
packets should be forwarded by the RUT on LAN3.

Part F:
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e The results until after S2 is started should be same as ilCRP&t and E.

e After the (*,*,RP) Prune message from TRL1 is received by th Rhe (*,*,RP) state machine for
the interface that connects the RUT to LAN3 should transitio Prune-Pending state (the reason
that it does not transit to Nolnfo instead is because the R&8 rhore than one PIM neighbors on
that interface). Assuming that TR2 has (*,*,RP) multicamiting entry in Joined state for the RP
it had originated (*,*,RP) Join message earlier, then afegy short random intervdl_overri de
(rand(0, 2.5) secs) TR2 should send another (*,*,RP) Joissange to the RUT. After the RUT receives
that (*,*,RP) Join message from TR2, the (*,*,RP) state niaetor the interface that connects the
RUT to LAN3 should transition back to Join state. As a restithat transition, the RUT should not
send (*,*,RP) Prune message toward the RP (TR3), and thecamtlipackets should continue to be
forwarded by the RUT on LANS.

Possible ProblemsNone.
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4.2 Receiving (*,G) Join/Prune Messages

Purpose: Verify that (*,G) Join/Prune messages are received andegsaz properly.
References:

e draft-ietf-pim-sm-v2-new-05 — Section 4.5.2

Discussion:When a PIM-SM router receives a PIM (*,G) Join/Prune messhgeper-interface (*,G) state
machine should be updated appropriately. Typically, ifa@) Join message is received, the interface it was
received on should be added to the set of outgoing interfaacEsward packets destined for the specified
multicast group address. If that set has just became nottyemp (*,G) Join should be sent toward the
RP for that group. If an (*,G) Prune message is receivedcallyi it should remove the interface it was
received on from the set of outgoing interfaces for that grofithat set has just became empty, an (*,G)
Prune message should be sent toward the RP for that group.

Test Setup: Connect the RUT, TR1, TR2, TR3, S1, and S2 according to Figi&é. Enable PIM-SM on
the RUT, TR1, TR2, and TR3. Configure S1 and S2 as sendersdop §24.0.1.20.

LAN1 TR1 |
LAN3 RUT LAN4 TR3 LANS ( ::>
LAN2 TR2 |
Figure 4.2: Receiving (*,G) Join/Prune messages test setup
Procedure:

Part A: Receiving (*,G) Join messages at the RP.

1. Configure the RUT as the RP. Start the RUT and TR1. If nepgssait until the RP-set in the RUT
and TR1 converges.

2. Start observing the downstream (*,G) per-interfaceestachine at the RUT.

3. Compose an (*,G) Join message at TR1 with the RP addrets thet address of the RUT, and send
it to the RUT. Theld/ P_Hol dTi ne of the message should be set to its default value (210 secs).

2Note that S1 is used only when TR3 and S2 are not used, herscedt hecessary to have two senders at same time.
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4,
5.
6.

Start S1, and observe the data packets transmitted byufieoR LAN3.
Wait until the downstream (*,G) per-interface state i@ RUT expires.

Observe the data packets transmitted by the RUT on LAN3.

Part B: Receiving (*,G) Prune messages at the RP.

1.

7.

Configure the RUT as the RP. Start the RUT and TRL1. If nepgssait until the RP-set in the RUT
and TR1 converges.

. Start observing the downstream (*,G) per-interfacesgtachine at the RUT.

Compose an (*,G) Prune message at TR1 with the RP additdsslise address of the RUT, and send
it to the RUT. Theld/ P_Hol dTi ne of the message should be set to its default value (210 secs).

Compose an (*,G) Join message at TR1 with the RP address thet address of the RUT, and send
it to the RUT. Theld/ P_Hol dTi ne of the message should be set to its default value (210 secs).

Start S1, and observe the data packets transmitted bytfieoR LAN3.

. Compose an (*,G) Prune message at TR1 with the RP additdssise address of the RUT, and send

it to the RUT.

Observe the messages and data packets transmitted by TherRLANS.

Part C: Receiving (*,G) Join messages at non-RP router.

1.

w

N o o1 b

Configure TR3 as the RP. Start the RUT, TR1, and TR3. If sacgswait until the RP-set in the
RUT, TR1, and TR3 converges.

. Start observing the downstream (*,G) per-interfacesgtachine at the RUT.

. Compose an (*,G) Join message at TR1 with the RP addresstbetaddress of TR3, and send it to

the RUT. Thel/ P_Hol dTi e of the message should be set to its default value (210 secs).

. Observe the messages transmitted by the RUT on LANA4.
. Start S2, and observe the data packets transmitted byifieoR LAN3.
. Wait until the downstream (*,G) per-interface state ia RUT expires.

. Observe the data packets transmitted by the RUT on LAN3.

Part D: Receiving (*,G) Prune messages at non-RP router.

1.

2.

Configure TR3 as the RP. Start the RUT, TR1, and TR3. If saezgswait until the RP-set in the
RUT, TR1, and TR3 converges.

Start observing the downstream (*,G) per-interfaceestachine at the RUT.
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. Compose an (*,G) Prune message at TR1 with the RP addretsstse address of TR3, and send it
to the RUT. Thel/ P_Hol dTi ne of the message should be set to its default value (210 secs).

4. Compose an (*,G) Join message at TR1 with the RP addresstbetaddress of TR3, and send it to
the RUT. Thel/ P_Hol dTi e of the message should be set to its default value (210 secs).

5. Observe the messages transmitted by the RUT on LANA4.
6. Start S2, and observe the data packets transmitted byufeR LAN3.

7. Compose an (*,G) Prune message at TR1 with the RP additesstse address of TR3, and send it
to the RUT.

8. Observe the messages transmitted by the RUT on LAN3 and4,.Ahd the data packets transmitted
by the RUT on LAN3.

Part E: Receiving (*,G) Prune messages on a LAN.
This part is same as Part D, except that in Step 1 we start TR2las

Part F: Receiving (*,G) Join and Prune messages on a LAN.

This part is same as Part E, except that in Step 2 we composgeaddsame (*,G) Join message from
TR2 as well.

Part G: Receiving (*,G) Join messages with mismatch RP asdaé non-RP router

1. Configure TR3 as the RP. Start the RUT, TR1, and TR3. If margswait until the RP-set in the
RUT, TR1, and TR3 converges.

2. Start observing the downstream (*,G) per-interfaceestachine at the RUT.

3. Compose an (*,G) Join message at TR1 with the RP addrefssasetddress that is different from the
address of TR3, but such that TR3 is the next-hop router twée.g.,the address of S), and send it
to the RUT. Thel/ P_Hol dTi nme of the message should be set to its default value (210 secs).

4. Observe the messages transmitted by the RUT on LAN4.

Observable Results:
Part A:

e After the (*,G) Join message is received by the RUT, it shauéhte the appropriate (*,G) multicast

routing entry for that group, and the interface toward LAM8@d be in Join state and added to the
set of outgoing interface for that entry:

Xor p> show pimjoin

G oup Sour ce RP Fl ags
224.0.1.20 0.0.0.0 10.3.0.1 WC
Upstreaminterface (RP): register_vif
Upstream MRI B next hop (RP): UNKNOAN
Upstream RPF (*, G : UNKNOWN
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Upstream st at e: Joi ned
Regi ster state:

Join tiner: 42

Local receiver include WC. ..............
Joins RP:
Joins M\C. ... O......
Join state: ..., O......

Prune state: L L.
Prune pending state: ..., ... ...
| am assert winner state: ..............
| am assert loser state: ..............
Assert winner W&, L.,
Assert lost WC. L.

Assert tracking We. ... .. o..... @)
Coul d assert WC. ..., O......
| amDR ... QO ......
Imediate olist RP: ... . ... . .....
| mediate olist We. ..., O......

I nherited olist SG ..............
Inherited olist SGRPT:  ..............
PIMinclude WC. ... L

e After S1is started, the multicast data packets should bedgiated by the RUT on LAN3.

e After J/ P_Hol dTi nme (210 secs), the (*,G) state machine for the interface thanects the RUT to
LAN3 should timeout and transition to Nolnfo statee(, the (*,G) entry in the RUT should expire).
As a result of that transition, no multicast packets shoelddowarded by the RUT on LAN3.

Part B:

e After the (*,G) Prune message is received by the RUT, the)(5t@te machine for the interface that
connects the RUT to LAN3 should continue to stay in the Nobktfde {.e.,no (*,G) multicast routing
entry should be created).

e After that, the results until after S1 is started should bmesas in Part A.

o After the (*,G) Prune message is received by the RUT, the)(5i@te machine for the interface that
connects the RUT to LAN3 should transition to Nolnfo state.(the (*,G) entry in the RUT should
expire). As a result of that transition no multicast paclettsuld be forwarded by the RUT on LAN3.

Part C:
e After the (*,G) Join message is received by the RUT, it shaukhte the appropriate (*,G) multicast

routing entry for that group, and the interface toward LANB®@d be in Join state and added to the
set of outgoing interface for that entry:
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Xor p> show pimjoin

Gr oup Sour ce RP Fl ags
224.0.1. 20 0.0.0.0 10.4.0.1 WC
Upstreaminterface (RP): dcl
Upstream MRI B next hop (RP): 10.3.0.2
Upstream RPF (*, G : 10.3.0.2
Upstream st at e: Joi ned
Regi ster state:
Join tinmer: 50
Local receiver include WC. ..............
Joins RP. L
Joins M\C:. L. O......
Join state: ... O......

Prune state: L L.
Prune pending state: ... ... ...
| am assert winner state: ..............
| am assert loser state: ..............
Assert winner W&, ...
Assert lost WC. L.

Assert tracking WC. ..., o0 ......
Coul d assert WC. ..., O......
| amDR ... O......
| mediate olist RP: .. ... ... .. ...
| mediate olist We. ..., O......

I nherited olist SG ... .. ... ...,
I nherited olist SGRPT:  ..............
PIMinclude WC. ... ... . L.

Further, the RUT itself should originate an (*,G) Join mgsstoward the RP (TR3).

e After S2 is started, the multicast data packets forwarded®R$ on LAN4 should be forwarded by
the RUT on LANS.

e After J/ P_Hol dTi nme (210 secs), the (*,G) state machine for the interface thameots the RUT to
LAN3 should timeout and transition to Nolnfo statee(, the (*,G) entry in the RUT should expire).
As a result of that transition, the RUT should send (*,G) Praoressage toward the RP (TR3), and no
multicast packets should be forwarded by the RUT on LAN3.

Part D:

o After the (*,G) Prune message is received by the RUT, the)(5i@te machine for the interface that
connects the RUT to LAN3 should continue to stay in the Nobti&de (.e.,no (*,G) multicast routing
entry should be created).

e After that, the results until after S2 is started should bmesas in Part C.
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e After the (*,G) Prune message from TRL1 is received by the Rud,(*,G) state machine for the
interface that connects the RUT to LAN3 should transitiolNtdnfo state i.e.,the (*,G) entry in the
RUT should expire). As a result of that transition, the RUDH send (*,G) Prune message toward
the RP (TR3), and no multicast packets should be forwardeddoRUT on LAN3. Note that because
the RUT has only one PIM neighbor on LANS, it does not need tai$&,G) PruneEcho on LAN3.

Part E:

e The results until after S2 is started should be same as iCPamtl D.

e After the (*,G) Prune message from TR1 is received by the RuE(*,G) state machine for the inter-
face that connects the RUT to LAN3 should transition to Pfeading state (the reason that it does
not transit to Nolnfo instead is because the RUT has moredharPIM neighbors on that interface).
After J/ P_Override_lnterval (1) (3 secs), the Prune-Pending Timer on that interface should
expire, and the (*,G) state machine for the interface shseidl (*,G) PruneEcho on LAN3 and transit
to Nolnfo statei(e.,the (*,G) entry in the RUT should expire). As a result of thransition, the RUT
should send (*,G) Prune message toward the RP (TR3), and hizcastipackets should be forwarded
by the RUT on LAN3.

Part F:

e The results until after S2 is started should be same as ilCRP&t and E.

e After the (*,G) Prune message from TRL1 is received by the Rud,(*,G) state machine for the
interface that connects the RUT to LAN3 should transitiorPtane-Pending state (the reason that
it does not transit to Nolnfo instead is because the RUT ha= iti@n one PIM neighbors on that
interface). Assuming that TR2 has (*,G) multicast routingre in Joined state for the RP it had
originated (*,G) Join message earlier, then after verytstasrdom intervat _overri de (rand(0,
2.5) secs) TR2 should send another (*,G) Join message tddfie/Ater the RUT receives that (*,G)
Join message from TR2, the (*,G) state machine for the iterthat connects the RUT to LAN3
should transition back to Join state. As a result of thatsiteom, the RUT should not send (*,G)
Prune message toward the RP (TR3), and the multicast pasiketsd continue to be forwarded by
the RUT on LANS.

Part G:

e After the RUT receives the (*,G) Join message with the mism&P address inside, it should silently
ignore it without any further action.

Possible ProblemsNone.
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4.3 Receiving (S,G) Join/Prune Messages

Purpose: Verify that (S,G) Join/Prune messages are received anégsed properly.
References:

e draft-ietf-pim-sm-v2-new-05 — Section 4.5.3

Discussion: When a PIM-SM router receives a PIM (S,G) Join/Prune mesghgeper-interface (S,G)
state machine should be updated appropriately. Typidaly (S,G) Join message is received, the interface
it was received on should be added to the set of outgoingfaties to forward packets destined for the
specified source address and multicast group. If that sgtubbecame non-empty, an (S,G) Join should
be sent toward the specified source. If an (S,G) Prune messageeived, typically it should remove the
interface it was received on from the set of outgoing interéafor that source and group. If that set has just
became empty, an (S,G) Prune message should be sent towaaliitce.

Test Setup: Connect the RUT, TR1, TR2, TR3, S1, and S2 according to Figi#&. Enable PIM-SM on
the RUT, TR1, TR2, and TR3. Configure S1 and S2 as sendersdop §24.0.1.20.

LAN1 TR1 |—
LAN3 RUT LAN4 TR3 LANS ( ::>
LAN2 TR2 |
Figure 4.3: Receiving (S,G) Join/Prune messages test setup
Procedure:

Part A: Receiving (S,G) Join messages at the first-hop router

1. Configure the RUT as the RP. Start the RUT and TR1. If nepgssait until the RP-set in the RUT
and TR1 converges.

2. Start observing the downstream (S,G) per-interface stachine at the RUT.

3. Compose an (S,G) Join message at TR1 with the source adare® the address of S1, and send it
to the RUT. Thel/ P_Hol dTi ne of the message should be set to its default value (210 secs).

3Note that S1 is used only when TR3 and S2 are not used, herscedt hecessary to have two senders at same time.
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4,
5.
6.

7.

Start S1, and observe the data packets transmitted byufieoR LAN3.
Wait until the downstream (S,G) per-interface state @RRWUT expires.
Observe the data packets transmitted by the RUT on LAN3.

Stop S1.

Part B: Receiving (S,G) Prune messages at the first-hop route

1.

Configure the RUT as the RP. Start the RUT and TR1. If nepgssait until the RP-set in the RUT
and TR1 converges.

. Start observing the downstream (S,G) per-interface staichine at the RUT.

. Compose an (S,G) Prune message at TR1 with the sourcesadatdo the address of S1, and send it

to the RUT. Thel/ P_Hol dTi nme of the message should be set to its default value (210 secs).

Compose an (S,G) Join message at TR1 with the source aduliet® the address of S1, and send it
to the RUT. Thel/ P_Hol dTi ne of the message should be set to its default value (210 secs).

. Start S1, and observe the data packets transmitted byifieoR LAN3.

. Compose an (S,G) Prune message at TR1 with the sourcesadatdo the address of S1, and send it

to the RUT.

. Observe the messages and data packets transmitted by TherR_LAN3.

. Stop S1.

Part C: Receiving (S,G) Join messages at non-first-hop route

1.

w

© N o 0 &

Configure TR3 as the RP. Start the RUT, TR1, and TR3. If rsacgswait until the RP-set in the
RUT, TR1, and TR3 converges.

. Start observing the downstream (S,G) per-interface stachine at the RUT.

Compose an (S,G) Join message at TR1 with the source aduliet® the address of S2, and send it
to the RUT. Thel/ P_Hol dTi ne of the message should be set to its default value (210 secs).

Observe the messages transmitted by the RUT on LANA4.

Start S2, and observe the data packets transmitted bytfieoR LAN3.
Wait until the downstream (S,G) per-interface state @RWUT expires.
Observe the data packets transmitted by the RUT on LANS3.

Stop S2.

Part D: Receiving (S,G) Prune messages at non-first-hogerout
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1. Configure TR3 as the RP. Start the RUT, TR1, and TR3. If margswait until the RP-set in the
RUT, TR1, and TR3 converges.

2. Start observing the downstream (S,G) per-interface stachine at the RUT.

3. Compose an (S,G) Prune message at TR1 with the sourcesadettao the address of S2, and send it
to the RUT. Thel/ P_Hol dTi ne of the message should be set to its default value (210 secs).

4. Compose an (S,G) Join message at TR1 with the source aduie® the address of S2, and send it
to the RUT. Thel/ P_Hol dTi nme of the message should be set to its default value (210 secs).

5. Observe the messages transmitted by the RUT on LANA4.
6. Start S2, and observe the data packets transmitted byufieoR LAN3.

7. Compose an (S,G) Prune message at TR1 with the sourcesadetdo the address of S2, and send it
to the RUT.

8. Observe the messages transmitted by the RUT on LAN3 andd,.Ahd the data packets transmitted
by the RUT on LAN3.

9. Stop S2.

Part E: Receiving (S,G) Prune messages on a LAN.
This part is same as Part D, except that in Step 1 we start TR2las

Part F: Receiving (S,G) Join and Prune messages on a LAN.
This part is same as Part E, except that in Step 2 we compossgeaddsame (S,G) Join message from
TR2 as well.

Observable Results:
Part A:
e After the (S,G) Join message is received by the RUT, it shorddte the appropriate (S,G) multicast

routing entry for that source and group, and the interfageaitd LAN3 should be in Join state and
added to the set of outgoing interface for that entry:

Xor p> show pimjoin

Group Sour ce RP Fl ags

224.0.1. 20 10.3.0.2 10.3.0.1 SG Directl yConnect edS
Upstreaminterface (S): dcl
Upstreaminterface (RP): register_vif

Upstream MRI B next hop (RP): UNKNOAN
Upstream MRI B next hop (S): UNKNOMW

Upstream RPF' (S, G : UNKNOWN

Upstream st at e: Joi ned

Regi ster state: Regi st er Noi nf o Regi st er Not Coul dRegi st er
Join tiner: 51

Local receiver include WC. . .............



Local receiver include SG ..............
Local receiver exclude SG ..............

Joins RP:
Joins WC. L
Joins SG ... O......
Join state: ..., O......

Prune state: L L.
Prune pending state: ... .. .. .. ..
| am assert wi nner state: ..............
| am assert |loser state: ..............
Assert winner W&, L.,
Assert winner SG ... . ...,
Assert lost WC. L.
Assert lost SG L. L.
Assert lost SG RPT:  ..............
Assert tracking SG  ..... O......
Coul d assert WC. ...
Coul d assert SG ...
| amDR ... Q0. ......
| mediate olist RP: .. ... ... .. ...
Imediate olist We. ... ...
| mediate olist SG  ...... O......
I nherited olist SG  ...... O......
I nherited olist SGRPT:  ..............
PIMinclude WC. ... . ... . ...,
PIMinclude SG ... .. ... . ...,
PI M exclude SG ... .. L.

e After S1is started, the multicast data packets should hediated by the RUT on LANS3. In addition,
the SPT flag for the entry should be set:

Xor p> show pimjoin

G oup Sour ce RP Fl ags

224.0.1.20 10.3.0.2 10.3.0.1 SG SPT Directl yConnectedS
Upstreaminterface (S): dcl
Upstreaminterface (RP): register_vif

Upstream MRI B next hop (RP): UNKNOMW
Upstream MRI B next hop (S): UNKNOAN

Upstream RPF' (S, G : UNKNOWN

Upstream st at e: Joi ned

Regi ster state: Regi st er Noi nf o Regi st er Not Coul dRegi st er
Join tiner: 19

Local receiver include WG ..............
Local receiver include SG ..............
Local receiver exclude SG ..............



Joins RP: .

Joins W&
Joins S¢. ... O......
Join state: ... O......

Prune state: L L.
Prune pending state: ..., . .. ...
| am assert winner state: ..............
| am assert loser state: ..............
Assert winner W&, ...
Assert winner SG ... ...,
Assert lost WC. L.
Assert lost SG L. L.
Assert lost SG RPT: ... .. .. ... ...

Assert tracking SG ..... O ......
Coul d assert WC. ...
Coul d assert SG ..., O......
| amDR ... Q0. ......

Imediate olist RP. ... . ..., .....
Imediate olist We. ... ...
| mediate olist SG  ...... O......
I nherited olist SG  ...... O......
I nherited olist SGRPT:  ..............
PIMinclude WC. ... L
PIMinclude SG ... .. ... . ...,
PI M exclude SG ... . .. L.

e After J/ P_Hol dTi ne (210 secs), the (S,G) state machine for the interface thatemis the RUT
to LAN3 should timeout and transition to Nolnfo state. As aule of that transition, no multicast
packets should be forwarded by the RUT on LAN3. However, 81&] entry itself should not be
removed yet, because the directly-connected senderliacttile:

Xorp> show pimjoin

G oup Sour ce RP Fl ags

224.0.1. 20 10.3.0.2 10.3.0.1 SG Directl yConnect edS
Upstreaminterface (S): dcl
Upstreaminterface (RP): register_vif

Upstream MRI B next hop (RP): UNKNOMW
Upstream MRI B next hop (S): UNKNOW

Upstream RPF’ (S, G : UNKNOWN

Upstream st at e: Not Joi ned

Regi ster state: Regi st er Noi nf o Regi st er Not Coul dRegi st er
Join tinmer: -1

Local receiver include WG ..............
Local receiver include SG ..............
Local receiver exclude SG ..............



Joins RP:
Joins WC. L
Joins SG L
Join state: L.
Prune state: L L.
Prune pending state: ..., . .. ...
| am assert wi nner state: ..............
| am assert |loser state: ..............
Assert winner W&, ...
Assert winner SG ... ...,
Assert lost WC. L.
Assert lost SG L. L.
Assert lost SG RPT: ... .. .. ... ...
Assert tracking SG ... ... ...
Coul d assert WC. ...
Coul d assert SG ...
| amDR ... Q0. ......
Imediate olist RP. ... . ..., .....
Imediate olist We. ... ...
| mediate olist SG ... ... .. ...
I nherited olist SG  ..............
I nherited olist SGRPT:  ..............
PIMinclude WC. ... L
PIMinclude SG ... .. ... . ...,
PI M exclude WC. ... L.

e After the sender is stopped, and after it has been inactivEdepal i ve_Per i od (210 secs), the
(S,G) entry should expire.

Part B:

e After the (S,G) Prune message is received by the RUT, the) (@aB machine for the interface that
connects the RUT to LAN3 should continue to stay in the Nobi&ie {.e.,no (S,G) multicast routing
entry should be created).

e After that, the results until after S1 is started should bresas in Part A.

e After the (S,G) Prune message is received by the RUT, the)(S&ak machine for the interface
that connects the RUT to LAN3 should transition to NolnfatestaAs a result of that transition no
multicast packets should be forwarded by the RUT on LAN3. E\my, the (S,G) entry itself should
not be removed yet, because the directly-connected semdglt active (see Part A).

e After the sender is stopped, and after it has been inactivEdepal i ve_Per i od (210 secs), the
(S,G) entry should expire.

Part C:
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e After the (S,G) Join message is received by the RUT, it shorddte the appropriate (S,G) multicast
routing entry for that source and group, and the interfaeeatd LAN3 should be in Join state and
added to the set of outgoing interface for that entry:

Xor p> show pimjoin

Gr oup Sour ce RP Fl ags

224.0.1. 20 10.4.0.2 10.4.0.1 SG
Upstreaminterface (S): dcl
Upstreaminterface (RP): dcl
Upstream MRI B next hop (RP): 10.
Upstream MRI B next hop (S): 10.
Upstream RPF (S, G : 10. 3. 0.
Upstream st at e: Joi ned
Regi ster state:
Join tiner: 47
Local receiver include WC. ..............
Local receiver include SG ..............
Local receiver exclude SG ..............
Joins RP:
Joins WC. L
Joins SG ... O......
Join state: ..., O......
Prune state: L L.
Prune pending state: ... .. ... ...
| am assert winner state: ..............
| am assert loser state: ..............
Assert winner W&, L.,
Assert winner SG ... ...,
Assert lost WC. L.
Assert lost SG ... ...
Assert lost SG RPT: . .............
Assert tracking SG  ..... O ......
Coul d assert WC. ...
Coul d assert SG ...
| amDR ... O......
Imediate olist RP. ... ... .. .....
Imediate olist We. ... ...
| mediate olist SG  ...... O......
| nherited olist SG ~ ...... O......
Inherited olist SGRPT:  ..............
PIMinclude WC. ... ... .. ...,
PIMinclude SG ... .. ... . ...,
PI M exclude SG ... ..

3.0.2
3.0.2
2

Further, the RUT itself should originate an (S,G) Join mgsdaward the source (S2).
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e After S2 is started, the multicast data packets forwarded®R8 on LAN4 should be forwarded by
the RUT on LAN3. Further, the SPT-bit for the entry should bt s

Xorp> show pimjoin

G oup Sour ce RP Fl ags
224.0.1.20 10.4.0.2 10.4.0.1 SG SPT

Upstreaminterface (S): dcl

Upstreaminterface (RP): dcl

Upstream MRI B next hop (RP): 10.3.0.2

Upstream MRI B next hop (S): 10.3.0.2

Upstream RPF' (S, G : 10.3.0.2

Upstream st at e: Joi ned

Regi ster state:

Join tiner: 19

Local receiver include WG ..............
Local receiver include SG ..............
Local receiver exclude SG ..............

Joins RP:
Joins WC. L
Joins SG ... O......
Join state: ..., O......

Prune state: L L.
Prune pending state: ..., ... .. ..
| am assert winner state: ..............
| am assert loser state: ..............
Assert winner W&, L.,
Assert winner SG ... . ...,
Assert lost WC. L.,
Assert lost SG L. L.
Assert lost SG RPT: ..............

Assert tracking SG  ..... o0 ......
Coul d assert WC. ...
Coul d assert sG  ...... O......
| amDR L. O......

I mediate olist RP: ... . ... . .....
| mediate olist WC&. ... ...
| mediate olist SG  ...... O......
I nherited olist SG ~  ...... O......
I nherited olist SGRPT:  ..............
PIMinclude WC. ... . ... .. ...,
PIMinclude SG ... .. ... . ...,
PI M exclude SG ... . L.

e After J/ P_Hol dTi nme (210 secs), the (S,G) state machine for the interface thatemis the RUT
to LAN3 should timeout and transition to Nolnfo state As autesf that transition, the RUT should
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send (S,G) Prune message toward the source (S2), and n@asuliackets should be forwarded
by the RUT on LAN3. Note that if the implementation does nahoge (S,G) entries that have the
Keepalive Timer running, the entry may not be removed yet:

Xor p> show pimjoin

G oup Sour ce RP Fl ags
224.0.1.20 10.4.0.2 10.4.0.1 SG
Upstreaminterface (S): dcl
Upstreaminterface (RP): dcl

Upstream MRI B next hop (RP): 10.3.0.2
Upstream MRI B next hop (S): 10.3.0.2

Upstream RPF (S, G : 10.3.0.2
Upstream st at e: Not Joi ned
Regi ster state:

Join tiner: -1

Local receiver include WC. ..............
Local receiver include SG ..............
Local receiver exclude SG ..............
Joins RP:
Joins WC. L
Joins SG L
Join state: L.
Prune state: L L.
Prune pending state: ... .. ... ...
| am assert winner state: ..............
| am assert |loser state: ..............
Assert winner W&, ... ...,
Assert winner SG ... . ...,
Assert lost WC. L.
Assert lost SG L. L.
Assert lost SG RPT: ... .. ... ...
Assert tracking SG ... ... ...
Coul d assert WC. ...
Coul d assert SG ...
| amDR ... O......
Imediate olist RP. ... ... . .....
Imediate olist We. ... ...
I mediate olist SG ..., . ... ... ..
I nherited olist SG  ..............
Inherited olist SGRPT:  ..............
PIMinclude WC. ... . ... .. ...,
PIMinclude SG ... .. ... . ...,
PI M exclude SG ... . L.

e After the sender is stopped, and after it has been inactivEdepal i ve_Peri od (210 secs), the
(S,G) entry should expire if it was not removed eatrlier.
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Part D:

e After the (S,G) Prune message is received by the RUT, the) (8aB machine for the interface that
connects the RUT to LAN3 should continue to stay in the Nobi&ie {.e.,no (S,G) multicast routing
entry should be created).

e After that, the results until after S2 is started should bmesas in Part C.

e After the (S,G) Prune message from TR1 is received by the RWET(S,G) state machine for the
interface that connects the RUT to LAN3 should transitiorNanfo state. This may or may not
remove the (S,G) entry itself (see the observable resulaim C). As a result of that transition, the
RUT should send (S,G) Prune message toward the source (®Rhcamulticast packets should be
forwarded by the RUT on LAN3. Note that because the RUT hag oné PIM neighbor on LAN3,
it does not need to send (S,G) PruneEcho on LAN3.

Part E:

e The results until after S2 is started should be same as iCPamtl D.

e After the (S,G) Prune message from TR1 is received by the RWET(S,G) state machine for the
interface that connects the RUT to LAN3 should transitioPtane-Pending state (the reason that it
does not transit to Nolnfo instead is because the RUT has thareone PIM neighbors on that inter-
face). AfterJ/ P_Override_I nterval (1) (3 secs), the Prune-Pending Timer on that interface
should expire, and the (S,G) state machine for the intershoald send (S,G) PruneEcho on LAN3
and transit to Nolnfo state. This may or may not remove th&)@&ntry itself (see the observable
results in Part C). As a result of that transition, the RUTudtieend (S,G) Prune message toward the
source (S2), and no multicast packets should be forwardedebRUT on LANS.

Part F:

e The results until after S2 is started should be same as irCR&t and E.

e After the (S,G) Prune message from TR1 is received by the RWET(S,G) state machine for the
interface that connects the RUT to LAN3 should transitiorPtane-Pending state (the reason that
it does not transit to Nolnfo instead is because the RUT ha® iti@n one PIM neighbors on that
interface). Assuming that TR2 has (S,G) multicast routintyyein Joined state for the source it had
originated (S,G) Join message earlier, then after verytsaodom intervat _overri de (rand(O,
2.5) secs) TR2 should send another (S,G) Join message tJiheARer the RUT receives that (S,G)
Join message from TR2, the (S,G) state machine for the awerthat connects the RUT to LAN3
should transition back to Join state. As a result of thatsiteom, the RUT should not send (S,G)
Prune message toward the source (S2), and the multicasttpastiould continue to be forwarded by
the RUT on LANS.

Possible ProblemsNone.
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4.4 Receiving (S,G,rpt) Join/Prune Messages

Purpose: Verify that (S,G,rpt) Join/Prune messages are receivegeowssed properly.
References:

e draft-ietf-pim-sm-v2-new-05 — Section 4.5.4

Discussion:When a PIM-SM router receives a PIM (S,G,rpt) Join/Prunesags, the per-interface (S,G,rpt)
state machine should be updated appropriately. Typidadp, (S,G,rpt) Prune message is received, it should
remove the interface it was received on from the set of ontgmiterfaces for that source and group. If that
set has just became empty, an (S,G,rpt) Prune message $twséht toward the RP. If an (S,G,rpt) Join

message is received, typically the interface it was redeore should be removed from the list of pruned

outgoing interfaces for that source and group.

Test Setup: Connect the RUT, TR1, TR2, TR3, S1, and S2 according to Figué. Enable PIM-SM on
the RUT, TR1, TR2, and TR3. Configure S1 and S2 as sendersdop §24.0.1.20.

LAN1 TR1 |
LAN3 RUT LAN4 TR3 LANS <::>
LANZ2 TR2 |
Figure 4.4: Receiving (S,G,rpt) Join/Prune messagesdagh s
Procedure:

Part A: Receiving (S,G,rpt) Join messages at the first-hopero

1. Configure the RUT as the RP. Start the RUT and TR1. If nepgssait until the RP-set in the RUT
and TR1 converges.

2. Start observing the downstream (S,G,rpt) per-interéiae machine at the RUT.

3. Compose an (S,G,rpt) Join message at TR1 with the soudcesadset to the address of S1, and send
it to the RUT. Thel/ P_Hol dTi ne of the message should be set to its default value (210 secs).

“Note that S1 is used only when TR3 and S2 are not used, herscedt hecessary to have two senders at same time.
®Note that currently TR3 and S2 are not used in the test scendeiscribed below.
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4,
5.

Observe the downstream (S,G,rpt) per-interface stateeiRUT.

Start S1, and observe the data packets transmitted byfieoR LAN3.

Part B: Receiving (S,G,rpt) Prune messages at the first-bager.

1.

Configure the RUT as the RP. Start the RUT and TR1. If nepgssait until the RP-set in the RUT
and TR1 converges.

Start observing the downstream (S,G,rpt) per-interéaate machine at the RUT.

Compose an (S,G,rpt) Prune message at TR1 with the soddcesa set to the address of S1, and
send it to the RUT. Th&/ P_Hol dTi ne of the message should be set to its default value (210 secs).

Observe the downstream (S,G,rpt) per-interface stateeifRUT for at leasd/ P_Hol dTi ne (210
Secs).

Part C: Receiving (S,G,rpt) Prune and (S,G,rpt) Join messay the first-hop router.

1.

Configure the RUT as the RP. Start the RUT and TR1. If nepgssait until the RP-set in the RUT
and TR1 converges.

Start observing the downstream (S,G,rpt) per-interéaate machine at the RUT.

Compose an (S,G,rpt) Prune message at TR1 with the soddcesa set to the address of S1, and
send it to the RUT. Th&/ P_Hol dTi ne of the message should be set to its default value (210 secs).

Observe the downstream (S,G,rpt) per-interface stateeiRUT.

. Start S1, and observe the data packets transmitted byifieoR LAN3.

Compose an (S,G,rpt) Join message at TR1 with the soudcesadset to the address of S1, and send
it to the RUT. Theld/ P_Hol dTi ne of the message should be set to its default value (210 secs).

Observe the downstream (S,G,rpt) per-interface stateeiRUT.
Stop S1.

Part D: Receiving (S,G,rpt) Prune and (*,G) Join messagebalffirst-hop router.

1.

Configure the RUT as the RP. Start the RUT and TR1. If nepgssait until the RP-set in the RUT
and TR1 converges.

. Start observing the downstream (S,G,rpt) per-interfaate machine at the RUT.

. Compose an (S,G,rpt) Prune message at TR1 with the soddresa set to the address of S1, and

send it to the RUT. Th&/ P_Hol dTi ne of the message should be set to its default value (210 secs).

Observe the downstream (S,G,rpt) per-interface stateeiRUT.

. Start S1, and observe the data packets transmitted byifieoR LAN3.
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6. Compose an (*,G) Join message at TR1 with the source adske¢so the address of S1, and send it
to the RUT. Thel/ P_Hol dTi ne of the message should be set to its default value (210 secs).

7. Observe the downstream (S,G,rpt) per-interface stateiRUT.

8. Compose a message at TR1 that contains (*,G) Join with BhadRiress set to the address of the
RUT, and (S,G,rpt) Prune with the source address set to thesslof S1, and send it to the RUT. The
J/ P_Hol dTi me of the message should be set to its default value (210 secs).

9. Observe the downstream (S,G,rpt) per-interface stateiRUT.
10. Stop S1.

Observable Results:
Part A:

e After the (S,G,rpt) Join message is received by the RUT, $& (pt) state machine for the interface
that connects the RUT to LAN3 should continue to stay in thinftostate {.e.,no (S,G,rpt) multicast
routing entry should be created).

e After S1is started, no multicast packets should be forwamethe RUT on LAN3.
Part B:
e After the (S,G,rpt) Prune message is received by the RUTS&,rpt) state machine for the interface
that connects the RUT to LAN3 should transition to Pruneef@nstate. The state machine should

remain in that state fa¥/ P_Override_I nterval (1) (3 secs). After that it should transition to
Prune state:

Xor p> show pimjoin

Gr oup Sour ce RP Fl ags
224.0.1. 20 10.3.0.2 10.3.0.1 SG RPT Direct!l yConnect edS

Upstreaminterface (S): dcl

Upstreaminterface (RP): register_vif

Upstream MRI B next hop (RP): UNKNOAN

Upstream RPF (S, G rpt): UNKNOVWN

Upstream st at e: RPTNot Joi ned

Override tinmer: -1

Local receiver include WC. ................

Joins RP:

Joins WC. L

Prunes SG RPT: ...... O........

Join state: L

Prune state: ..., O........

Prune pending state: ..., ... ... ...
Prune tnp state: ... ..
Prune pending tnp state:  ................



Assert winner W, ...
Assert lost WC. L
Assert lost SG RPT: ... ... ... ... ....
Coul d assert WC. L
Coul d assert SG L.
| amDR L. QO ...
Imediate olist RP. .. .. .. .. ... ... .
Imediate olist Wo. ... L.
I nherited olist SG ..., .........
Inherited olist SGRPT:  ................
PIMinclude WC. ...

The Expiry Timer for the interface that connects the RUT ta\3should expire aftei/ P_Hol dTi ne
(210 secs). After it expires, the state machine for thatfate should transition to Nolnfo state, and
the (S,G,rpt) entry itself should be removed.

Part C:

e Until after the (S,G,rpt) Prune message is received by th&, R results should be same as in Part
B.

e After the (S,G,rpt) Join message is received by the RUT,$& (pt) state machine for the interface
that connects the RUT to LANS3 should transition to Nolnfdstand the (S,G,rpt) entry itself should
be removed.

e At all time after S1 is started, no multicast packets shoelddowarded by the RUT on LAN3.

Part D:

e Until after the (S,G,rpt) Prune message is received by th&, R results should be same as in Part
B and Part C.

e After S1is started, no multicast packets should be forwditlethe RUT on LAN3.

e After the (*,G) Join message is received by the RUT, the (®ilsstate machine for the interface that
connects the RUT to LAN3 should transition to Nolnfo stated ¢he (S,G,rpt) entry itself should be
removed. However, the RUT should have created an (*,G) efthe (*,G) state machine for the
interface that connects the RUT to LAN3 should be in Joines(abte that after S1 is started, the
router would have (S,G) routing state as well because ofiteetty-connected source):

Xor p> show pimjoin

G oup Sour ce RP Fl ags
224.0.1. 20 0.0.0.0 10.3.0.1 WC
Upstreaminterface (RP): register_vif
Upstream MRI B next hop (RP): UNKNOW
Upstream RPF’ (*, G : UNKNOWN
Upstream st at e: Joi ned
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224,

Join tiner: 51
Local receiver include WG ................

Joins RP:
Joins WC. .. O........
Join state: ... O........

Prune state: L L.
Prune pending state: ..., . ... .. ...
| am assert winner state: ................
| am assert |oser state: ................
Assert winner W&, L. ...
Assert lost WC. L

Assert tracking We. ... .. O....... 0]
Coul d assert WC. ..., O........
| amDR .. (© O N
Imediate olist RP. ... ... .. ... ... .
| mediate olist We. ..., O........

Inherited olist SG ... .........
Inherited olist SGRPT:.  ................
PIMinclude WC&. ...

0.1.20 10.3.0.2 10.3.0.1 SG Direct | yConnect edS
Upstreaminterface (S): dcl
Upstreaminterface (RP): register_vif

Upstream MRI B next hop (RP): UNKNOW
Upstream MRI B next hop (S): UNKNOMW

Upstream RPF (S, G : UNKNOVWN

Upstream st at e: Joi ned

Regi ster state: Regi st er Noi nf o Regi st er Not Coul dRegi st er
Join tiner: 51

Local receiver include WC. ................
Local receiver include SG ................
Local receiver exclude SG ................
Joins RP: .
Joins M\C. ... O........
Joins SG L
Join state: L
Prune state: L
Prune pending state: ... .. ... ...
| am assert wi nner state: ................
| am assert loser state: ................
Assert winner W&, ...
Assert winner SG ... ... ...
Assert lost WC. L.
Assert lost SG ...
Assert lost SG RPT: ... ... . ... ......
Assert tracking SG ..... O ... .. 0]
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Coul d assert We. L. O........
Coul d assert SG L.

| amDR .. (© O N
Imediate olist RP. ... ... .. ... ... .
I mediate olist W, ..., O........
Imediate olist SG ... ... .. ... ...
I nherited olist SG ~ ...... O........

Inherited olist SGRPT:  ................
PIMinclude WC. ... ..
PIMinclude SG ... .. .. . .
PI M exclude SG ...

The multicast packets from S1 should be forwarded by the RUTAN3.

e After the message with the (*,G) Join and (S,G,rpt) Pruneeceived by the RUT, the (*,G) state
machine for the interface that connects the RUT to LAN3 sthoeinain in Join state, but the (S,G,rpt)
state machine for the interface that connects the RUT to LAINRIId transition to Prune state:

Xor p> show pimjoin

G oup Sour ce RP Fl ags
224.0.1.20 0.0.0.0 10.3.0.1 WC
Upstreaminterface (RP): register_vif
Upstream MRI B next hop (RP): UNKNOAN
Upstream RPF (*, G : UNKNOWN
Upstream st at e: Joi ned
Join tinmer: 28
Local receiver include WC. ................
Joins RP:
Joins M\C:. L. O........
Join state: ... O........

Prune state: L
Prune pending state: ... ... .. . ...,
| am assert winner state: ................
| am assert loser state: ................
Assert winner WC. L.
Assert lost WC. L

Assert tracking We. ... .. O....... (0]
Coul d assert Wo.  ...... O........
| amDR .. (© © R
I mediate olist RP. ... ... . ... . ...
| mediate olist We. ..., O........

Inherited olist SG ... ... ... ... ...
Inherited olist SGRPT:  ................
PIMinclude WC. ...
224.0.1. 20 10.3.0.2 10.3.0.1 SG_RPT Direct!l yConnect edS
Upstreaminterface (S): dcl



Upstreaminterface (RP): register_vif
Upstream MRI B next hop (RP): UNKNOMW
Upstream RPF (S, G rpt): UNKNOWN
Upstream st at e: Pr uned

Override tinmer: -1

Local receiver include WC. ................
Joins RP:
Joins M\C. L. O........
Prunes SG RPT: ..., O........
Join state: L
Prune state: ..., O........
Prune pending state: ..., ... ... ...
Prune tnp state: ...
Prune pending tnp state:  ................
Assert winner WC. ..
Assert lost WC. L
Assert lost SG RPT: ... ... . ... ......

Coul d assert WC. ..., O........
Coul d assert SG L.
| amDR .. (© O N
Imediate olist RP. ... ... .. ... ... .
| mediate olist We. ..., O........

I nherited olist SG ... ... .. ......
Inherited olist SGRPT:  ................
PIMinclude WC. . ... L

224.0.1.20 10.3.0.2 10.3.0.1 SG Directl yConnect edS
Upstreaminterface (S): dcl
Upstreaminterface (RP): register_vif

Upstream MRI B next hop (RP): UNKNOMW
Upstream MRI B next hop (S): UNKNOMW

Upstream RPF (S, G : UNKNOWN

Upstream st at e: Not Joi ned

Regi ster state: Regi st er Noi nf o Regi st er Not Coul dRegi st er
Join tiner: -1

Local receiver include WC. ................
Local receiver include SG ................
Local receiver exclude SG ................
Joins RP:
Joins M\C. .. O........
Joins SG L
Join state: L
Prune state: L
Prune pending state: ... ... .. ...,
| am assert winner state: ................
| am assert |oser state: ................
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Assert winner W, ...
Assert winner SG ... ... ... ...
Assert lost WC. L.
Assert lost SG L. ...
Assert lost SG RPT: ... ... .. .......
Assert tracking SG ... ... @]
Coul d assert WC. ..., O........
Coul d assert SG L.
| amDR ... (© O R
Imediate olist RP. ... ... .. ... ... .
| mediate olist W, ... .. O........
Imediate olist SG ... ... . ... ...
I nherited olist SG ... .. ... ....
Inherited olist SGRPT:.  ................
PIMinclude WC. ...
PIMinclude SG ... .. ... . ..
PI M exclude SG ...

The multicast packets from S1 should stop being forwardetth&®RUT on LAN3.

Possible ProblemsNone.
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4.5 Sending (*,*,RP) Join/Prune Messages

Purpose: Verify that (*,*,RP) Join/Prune messages are sent properly
References:

e draft-ietf-pim-sm-v2-new-05 — Section 4.5.5

Discussion: If a router receives an (*,*,RP) Join/Prune message, it ne®drto propagate it toward the
RP. A router should monitor its upstream interface for mgssdrom other routers on that subnet, and if it
sees an (*,*,RP) Join to the correct upstream neighborpitilshsuppress its own (*,*,RP) Join message. If
it sees an (*,*,RP) Prune, it should override that prune mds®y an (*,*,RP) Join almost immediately. If

a router sees the Generation ID of the correct upstream b@igthange, the router should refresh the state
by sending an (*,*,RP) Join almost immediately. In additidrihe MRIB changes to indicate that the next
hop towards the RP has changed, the router should send aRF),Prune towards the old next hop, and
send an (*,*,RP) Join towards the next hop router.

Test Setup:Connect the RUT, TR1, TR2, TR3, TR4, and S1 according to Eigus. In all tests, configure
the RUT such that the next-hop router toward LANG is TR4, smistated otherwise.

LAN1 TR1 LAN3

RUT LANS TR4 LANG @

LAN2 TR? LAN4

TR3

Figure 4.5: Sending (*,*,RP) Join/Prune Messages tespsetu

Procedure:
Part A: JoinDesired(*,*,RP)}—- True/False transaction.

1. Configure TR4 as the RP. Start the RUT, TR1, TR2, and TR4edessary, wait until the RP-set in
the RUT, TR1, TR2, and TR4 converges.

2. Start observing the (*,*,RP) Join/Prune messages tritteshiby the RUT on LANS.
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3. Compose an (*,*,RP) Join message at TR1 with the RP addet$s the address of TR4, and send it
to the RUT. Thel/ P_Hol dTi ne of the message should be set to its default value (210 secs).

4. Compose an (*,*,RP) Prune message at TR1 with the RP adsle¢$o the address of TR4, and send
it to the RUT. Theld/ P_Hol dTi ne of the message should be set to its default value (210 secs).

5. Compose an (*,*,RP) Join message at TR1 with the RP addet$s the address of TR4, and send it
to the RUT. Thel/ P_Hol dTi ne of the message should be set to its default value (210 secs).

6. Compose an (*,*,RP) Join message at TR2 with the RP addet$s the address of TR4, and send it
to the RUT. Thel/ P_Hol dTi ne of the message should be set to its default value (210 secs).

7. Compose an (*,*,RP) Prune message at TR2 with the RP asie¢$o the address of TR4, and send
it to the RUT. Thel/ P_Hol dTi ne of the message should be set to its default value (210 secs).

Part B: (*,*,RP) Join Timer expiration.

1. Configure TR4 as the RP. Start the RUT, TR1, and TR4. If margswait until the RP-set in the
RUT, TR1, and TR4 converges.

2. Start observing the (*,*,RP) Join/Prune messages trdteshiy the RUT on LANS.

3. Compose an (*,*,RP) Join message at TR1 with the RP addet¢$s the address of TR4, and send it
to the RUT. Thel/ P_Hol dTi nme of the message should be set to its default value (210 secs).

4. Keep observing the (*,*,RP) Join/Prune messages tratesimby the RUT on LANS for at least
J/ P_Hol dTi ne (210 secs).

Part C: See (*,*,RP) Join message to MRIB.nbrp(RP).

e Configure TR4 as the RP. Start the RUT, TR1, TR3, and TR4. léssary, wait until the RP-set in
the RUT, TR1, TR3, and TR4 converges.

e Configure the RUT such that the T-bit in LAN Prune Delay Hellation in the Hello messages sent by
the RUT on LANS is not seti ., joins suppression is not disabled). The T-bit in the Hellssages
of TR3 and TR4 can be of any value.

e Start observing the (*,*,RP) Join/Prune messages tratesirity the RUT on LANS.

e Compose an (*,*,RP) Join message at TR1 with the RP address the address of TR4, and send it
to the RUT. Thel/ P_Hol dTi nme of the message should be set to its default value (210 secs).

e Compose an (*,*,RP) Join message at TR3 with the RP addressthe address of TR4, and send it
to TR4 on LANS. Thel/ P_Hol dTi nme of the message should be set to its default value (210 secs).

e Everyt peri odi c (60 secs) compose an (*,*,RP) Join message at TR3 with thed&ifess set to
the address of TR4, and send it to TR4 on LANS. Tihé>_Hol dTi nme of the message should be set
to its default value (210 secs).

e Keep observing the (*,*,RP) Join/Prune messages traresintiyy the RUT on LANS for at least
J/ P_Hol dTi ne (210 secs).
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Repeat the whole test, but this time by configuring the RUT3,Tahd TR4 such that the T-bit in LAN
Prune Delay Hello Option is seit€., joins suppression is disabled).

Part D: See (*,*,RP) Prune message to MRIB.nbap(RP).

Configure TR4 as the RP. Start the RUT, TR1, TR3, and TR4. léssary, wait until the RP-set in
the RUT, TR1, TR3, and TR4 converges.

Start observing the (*,*,RP) Join/Prune messages tratesinity the RUT on LANS.

Compose an (*,*,RP) Join message at TR1 with the RP addressthe address of TR4, and send it
to the RUT. Thel/ P_Hol dTi ne of the message should be set to its default value (210 secs).

Compose an (*,*,RP) Prune message at TR3 with the RP addretssthe address of TR4, and send it
to TR4 on LANS. Thel/ P_Hol dTi nme of the message should be set to its default value (210 secs).

Keep observing the (*,*,RP) Join/Prune messages traremnhky the RUT on LANS for at least
J/ P_Hol dTi e (210 secs).

Part E: MRIB.nexthop(RP) Changes.

Configure the IP address of the interface that connects TRAMG as the RP. Configure the RUT
such that the next-hop router toward the RP is TR4. Start hg RR1, TR3, and TR4. If necessary,
wait until the RP-set in the RUT, TR1, TR3, and TR4 converges.

Start observing the (*,*,RP) Join/Prune messages tratesinity the RUT on LANS.

Compose an (*,*,RP) Join message at TR1 with the RP addrés$s #ee RP address of TR4, and
send it to the RUT. Th@/ P_Hol dTi ne of the message should be set to its default value (210 secs).

Change the MRIB in the RUT such that the next-hop router tdvilae RP is TR3.

Keep observing the (*,*,RP) Join/Prune messages traremnbliyy the RUT on LANS for at least
J/ P_Hol dTi ne (210 secs).

Part F: MRIB.nexthop(RP) GenlID Changes.

Configure TR4 as the RP. Start the RUT, TR1, TR3, and TR4. léssary, wait until the RP-set in
the RUT, TR1, TR3, and TR4 converges.

Start observing the (*,*,RP) Join/Prune messages tratesimity the RUT on LANS.

Compose an (*,*,RP) Join message at TR1 with the RP addrés$s #ee RP address of TR4, and
send it to the RUT. Th@/ P_Hol dTi ne of the message should be set to its default value (210 secs).

Quit TR4 (.e.,stop it without graceful shutdown), and start it immediatel

Keep observing the (*,*,RP) Join/Prune messages trarenbt the RUT on LANS for at least
J/ P_Hol dTi e (210 secs).
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Observable Results:
Part A:

e After TR1 sends its first (*,*,RP) Join message to the RUTRRH itself should transmit an (*,*,RP)
Join message on LAN5 with the upstream neighbor address $84. The interface that connects the
RUT to LAN3 should be added to the set of joined interfacegtiercorresponding (*,*,RP) routing
state; the incoming interface for that state should be ttezface that connects the RUT to LANS:

Xorp> show pimjoin

Group Sour ce RP Fl ags
224.0.0.0 10.4.0.3 10.4.0.3 RP

Upstreaminterface (RP): dcl

Upstream MRI B next hop (RP): 10.2.0.2

Upstream st at e: Joi ned

Join tiner: 54

Joins RP: L. o....

Join state: ..., O....

Prune state: L L.
Prune pending state: ..., .. .. .. ..

Coul d assert W, L. O....
| amDR. . O....
| medi ate olist RP.  ........ O....

Inherited olist SG ... .. ........
Inherited olist SGRPT:  ..............

e After TR1 sends the (*,*,RP) Prune message to the RUT, the R&&lf should transmit an (*,*,RP)
Prune message on LANS5 with the upstream neighbor addrets EB#. The interface that connects
the RUT to LAN3 should be removed from the set of joined irsteefs for the corresponding (*,*,RP)
routing state; as a result, this routing state should be vetho

e After TR1 sends its second (*,*,RP) Join message to the RéTrasult should be same as when TR1
sent its first (*,*,RP) Join message.

e After TR2 sends the (*,*,RP) Join message to the RUT, thefaute that connects the RUT to LAN4
should be added to the set of joined interfaces for the quorefing (*,*,RP) routing state; however,
the RUT itself should not transmit an (*,*,RP) Join messagia eesult of that join:

Xorp> show pimjoin

Group Source RP Fl ags
224.0.0.0 10.4.0.3 10.4.0.3 RP

Upstreaminterface (RP): dcl

Upstream MRI B next hop (RP): 10.2.0.2

Upstream st at e: Joi ned

Join tinmer: 33

Joins RP: L. OO0....

Join state: ... 00....



Prune state: L.
Prune pending state: ..., ... ...,

Coul d assert We. ... O0....
| amDR:. . O....
| mediate olist RP: . ..... O0....

Inherited olist SG ... .. ........
Inherited olist SGRPT:  ..............

e After TR2 sends the (*,*,RP) Prune message to the RUT, thexfaate that connects the RUT to
LAN4 should be removed from the set of joined interfaces Far torresponding (*,*,RP) routing
state; however, the RUT itself should not transmit an (*P)®rune message as a result of that prune:

Xor p> show pimjoin

G oup Sour ce RP Fl ags
224.0.0.0 10.4.0.3 10.4.0.3 RP

Upstreaminterface (RP): dcl

Upstream MRI B next hop (RP): 10.2.0.2

Upstream st at e: Joi ned

Join tinmer: 30

Joins RP: L. o....

Join state: ... Oo....

Prune state: L
Prune pending state: ..., ... ...

Coul d assert W, L. O....
| amDR: . O ....
| mediate olist RP: .. ...... O....

Inherited olist SG ... .. ... ....
Inherited olist SGRPT:  ..............

Part B:

e Until after TR1 sends the (*,*,RP) Join message, the reshitalld be same as in Part A.

e After the RUT receives the (*,*,RP) Join message, it shotdttsransmitting itself (*,*,RP) Join
messages on LANS5 with the upstream neighbor address se#nolie message every peri odi ¢
(60 secs).

Part C:

e Until after TR1 sends the (*,*,RP) Join message, the reshitalld be same as in Part A.

e Afterthe RUT receives the (*,*,RP) Join message, it showdsmit itself an (*,*,RP) Join message on
LANS with the upstream neighbor address set to TR4. The JoneiTin the corresponding (*,*,RP)
state to send the next message should be getper i odi ¢ (60 secs):
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Xor p> show pimjoin

Gr oup Sour ce RP Fl ags
224.0.0.0 10.4.0.3 10.4.0.3 RP

Upstreaminterface (RP): dcl

Upstream MRI B next hop (RP): 10.2.0.2

Upstream st at e: Joi ned

Join tinmer: 59

Joins RP. L. Oo....

Join state: L. o....

Prune state: L.
Prune pending state: ... .. ... ...

Coul d assert WC. L. Oo....
| amDR:. L. OO0 ....
| mediate olist RP: . ....... Oo....

Inherited olist SG ... .. ........
Inherited olist SGRPT:  ..............

e After TR3 sends the (*,*,RP) Join message to TR4, it shoufzpbsess the generation of the (*,*,RP)
Join message at the RUT by increasing the Join Timer in thhegponding (*,*,RP) state to_j oi nsuppr ess
(see the protocol specification for description of its value

Xor p> show pimjoin

G oup Sour ce RP Fl ags
224.0.0.0 10.4.0.3 10.4.0.3 RP

Upstreaminterface (RP): dcl

Upstream MRI B next hop (RP): 10.2.0.2

Upstream st at e: Joi ned

Join tiner: 82

Joins RP: L. o....

Join state: L. o....

Prune state: L
Prune pending state: ..., ... .. ..

Coul d assert W, ... O....
| amDR:. L. OO0 ....
| mediate olist RP: .. ...... O....

I nherited olist SG . .............
I nherited olist SGRPT:  ..............

e While TR3 keeps sending (*,*,RP) Join messages to TR4, th€ stiduld not generate (*,*,RP) Join
messages on its own.

e When the test is repeated with the T-bit set, the (*,*,RPhJoiessages sent by TR3 should not
suppress the (*,*,RP) Join messages generated by the Rdithénwords, after the RUT receives the
(*,*,RP) Join message, it should start transmitting it§&f,RP) Join messages on LAN5 with the
upstream neighbor address set to TR4: one messagetevper i odi ¢ (60 secs).
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Part D:

e Until before TR3 sends the (*,*,RP) Prune message, theteeshbuld be same as in Part C (right
before TR3 sends the (*,*,RP) Join message).

e After TR3 sends the (*,*,RP) Prune message to TR4, the Joireilin the RUT for the corresponding
(*,*,RP) state should be decreased toover ri de (rand(0, 2.5) secs). As a result, the RUT should
generate almost immediately an (*,*,RP) Join message ta TR4

e After that the RUT should continue transmitting (*,*,RPjrdaessages to TR4 as normal: one mes-
sage every _peri odi c (60 secs).

Part E:

e Until before the MRIB is changed, the results should be sasnie Bart C (right before TR3 sends the
(*,*,RP) Join message).

e After the MRIB is changed, the RUT should send an (*,*,RP)fermessage to TR2 (the old upstream
router toward the RP), and right after that it should send*gRP) Join message to TR3 (the new
upstream router toward the RP). The corresponding (*,* ®&E in the RUT should indicate the new
upstream router, and the Join Timer should be sét foer i odi ¢ (60 secs):

Xor p> show pimjoin

G oup Sour ce RP Fl ags
224.0.0.0 10.4.0.3 10.4.0.3 RP

Upstreaminterface (RP): dcl

Upstream MRI B next hop (RP): 10.2.0.3

Upstream st at e: Joi ned

Join tiner: 59

Joins RP. L. Oo....

Join state: L. o....

Prune state: L L.
Prune pending state: ..., ... ...

Coul d assert W, L. O....
| amDR:. L. OO0 ....
| mediate olist RP: .. ...... O....

Inherited olist SG ... .. ... ....
Inherited olist SGRPT:  ..............

e After that the RUT should continue transmitting (*,*,RP)danessages to TR3 as normal: one mes-
sage every _peri odi ¢ (60 secs).

Part F:

e Until before TR4 is restarted, the results should be sama &ait C (right before TR3 sends the
(*,*,RP) Join message).
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e After TR4 is restarted, the Join Timer in the RUT for the cepending (*,*,RP) state should be
decreased tb_overri de (rand(0, 2.5) secs). As a result, the RUT should generatesalimme-
diately an (*,*,RP) Join message to TR4.

e After that the RUT should continue transmitting (*,*,RP)danessages to TR4 as normal: one mes-
sage every _peri odi c (60 secs).

Possible Problemsin Part E, after the MRIB is changed, the (*,*,RP) Join messaight be sent before
the (*,*,RP) Prune message.
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4.6 Sending (*,G) Join/Prune Messages

Purpose: Verify that (*,G) Join/Prune messages are sent properly.
References:

e draft-ietf-pim-sm-v2-new-05 — Section 4.5.6

Discussion:If a router receives an (*,G) Join/Prune message, it may twepobpagate it toward the RP for
that group. A router should monitor its upstream interfameniessages from other routers on that subnet,
and if it sees an (*,G) Join to the correct upstream neighbshould suppress its own (*,G) Join message.
If it sees an (*,G) Prune, it should override that prune byd#sg an (*,G) Join almost immediately. If a
router sees the Generation ID of the correct upstream neigtitange, the router should refresh the state
by sending an (*,G) Join almost immediately. In additiorthi# MRIB changes to indicate that the next hop
towards the RP has changed, the router should send an (*t@g RPowards the old next hop, and send an
(*,G) Join towards the next hop router.

Test Setup:Connect the RUT, TR1, TR2, TR3, TR4, and S1 according to Eigus. In all tests, configure
the RUT such that the next-hop router toward LANG is TR4, smistated otherwise.

LAN1 TR1 LAN3

RUT LANS TR4 LANG @

LAN2 TR? LAN4

TR3

Figure 4.6: Sending (*,G) Join/Prune Messages test setup

Procedure:
Part A: JoinDesired(*,G)}=> True/False transaction.

1. Configure TR4 as the RP. Start the RUT, TR1, TR2, and TR4edessary, wait until the RP-set in
the RUT, TR1, TR2, and TR4 converges.

2. Start observing the (*,G) Join/Prune messages traresiitf the RUT on LANS.
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. Compose an (*,G) Join message at TR1, and send it to the R¢T./ P_Hol dTi ne of the message

should be set to its default value (210 secs).

Compose an (*,G) Prune message at TR1, and send it to the Ri¢lJ/ P_Hol dTi ne of the
message should be set to its default value (210 secs).

. Compose an (*,G) Join message at TR1, and send it to the Ri¢T./ P_Hol dTi ne of the message

should be set to its default value (210 secs).

. Compose an (*,G) Join message at TR2, and send it to the Ri¢T./ P_Hol dTi ne of the message

should be set to its default value (210 secs).

. Compose an (*,G) Prune message at TR2, and send it to the Ri&ld/ P_Hol dTi ne of the

message should be set to its default value (210 secs).

Part B: (*,G) Join Timer expiration.

1.

Configure TR4 as the RP. Start the RUT, TR1, and TR4. If seecgswait until the RP-set in the
RUT, TR1, and TR4 converges.

Start observing the (*,G) Join/Prune messages trareshif the RUT on LANS.

Compose an (*,G) Join message at TR1, and send it to the Ri¢T./ P_Hol dTi ne of the message
should be set to its default value (210 secs).

Keep observing the (*,G) Join/Prune messages transhigtehe RUT on LANS for at least/ P_Hol dTi e
(210 secs).

Part C: See (*,G) Join message to RPF'(*,G).

Configure TR4 as the RP. Start the RUT, TR1, TR3, and TR4. léssary, wait until the RP-set in
the RUT, TR1, TR3, and TR4 converges.

Configure the RUT such that the T-bitin LAN Prune Delay Hellation in the Hello messages sent by
the RUT on LANS is not seti ., joins suppression is not disabled). The T-bit in the Hellssages
of TR3 and TR4 can be of any value.

Start observing the (*,G) Join/Prune messages transntistede RUT on LANS.

Compose an (*,G) Join message at TR1, and send it to the RW&T/TR_Hol dTi e of the message
should be set to its default value (210 secs).

Compose an (*,G) Join message at TR3, and send it to TR4 on LAN&J/ P_Hol dTi ne of the
message should be set to its default value (210 secs).

Everyt peri odi c (60 secs) compose an (*,G) Join message at TR3, and sendrR4toim LANS.
TheJ/ P_Hol dTi e of the message should be set to its default value (210 secs).

Keep observing the (*,G) Join/Prune messages transmigtdtetRUT on LANS for atleasl/ P_Hol dTi e
(210 secs).
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e Repeat the whole test, but this time by configuring the RUT3,Tahd TR4 such that the T-bit in LAN
Prune Delay Hello Option is seit€., joins suppression is disabled).

Part D: See (*,G) Prune message to RPF'(*,G).

e Configure TR4 as the RP. Start the RUT, TR1, TR3, and TR4. léssary, wait until the RP-set in
the RUT, TR1, TR3, and TR4 converges.

e Start observing the (*,G) Join/Prune messages transnfittékde RUT on LANS.

e Compose an (*,G) Join message at TR1, and send it to the RW&T/TA_Hol dTi ne of the message
should be set to its default value (210 secs).

e Compose an (*,G) Prune message at TR3, and send itto TR4 o LANJ/ P_Hol dTi ne of the
message should be set to its default value (210 secs).

e Keep observing the (*,G) Join/Prune messages transmitdtelRUT on LANS for atleasl/ P_Hol dTi ne
(210 secs).

Part E: MRIB.nexthop(RP(G)) Changes.

e Configure the IP address of the interface that connects TRANS as the RP. Configure the RUT
such that the next-hop router toward the RP is TR4. Start hg RR1, TR3, and TR4. If necessary,
wait until the RP-set in the RUT, TR1, TR3, and TR4 converges.

e Start observing the (*,G) Join/Prune messages transniijteédde RUT on LANS.

e Compose an (*,G) Join message at TR1, and send it to the R&T/TR_Hol dTi e of the message
should be set to its default value (210 secs).

e Change the MRIB in the RUT such that the next-hop router tdwiae RP is TR3.

e Keep observing the (*,G) Join/Prune messages transmigtdtetRUT on LANS for at leasl/ P_Hol dTi e
(210 secs).

Part F: RPF'(*,G) GenID Changes.

e Configure TR4 as the RP. Start the RUT, TR1, TR3, and TR4. léssary, wait until the RP-set in
the RUT, TR1, TR3, and TR4 converges.

e Start observing the (*,G) Join/Prune messages transnfittékde RUT on LANS.

e Compose an (*,G) Join message at TR1, and send it to the R&T/TR_Hol dTi e of the message
should be set to its default value (210 secs).

e Quit TR4 (.e.,stop it without graceful shutdown), and start it immediatel

e Keep observing the (*,G) Join/Prune messages transmitdtelRUT on LANS for atleasl/ P_Hol dTi ne
(210 secs).
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Part G: RPF'(*,G) Changes.

e Configure the IP address of the interface that connects TRANS as the RP. Configure the RUT
such that the next-hop router toward the RP is TR4. Start thg RR1, TR3, and TR4. If necessary,
wait until the RP-set in the RUT, TR1, TR3, and TR4 converges.

e Start observing the (*,G) Join/Prune messages transniifjteédde RUT on LANS.

e Compose an (*,G) Join message at TR1, and send it to the R&T/TR_Hol dTi e of the message
should be set to its default value (210 secs).

e Trigger changing of RPF'(*,G) at the RUT to TR3 by composing(4G) Assert message at TR3
with RPT-bit set to one, metric and metric preference seeto,zand sending it on LANS.

e Keep observing the (*,G) Join/Prune messages transmigtdtetRUT on LANS for at leasl/ P_Hol dTi e
(210 secs).

Observable Results:
Part A:

e After TR1 sends its first (*,G) Join message to the RUT, the RS4If should transmit an (*,G) Join
message on LAN5 with the upstream neighbor address set to TRé interface that connects the
RUT to LAN3 should be added to the set of joined interfacestlfier corresponding (*,G) routing
state; the incoming interface for that state should be ttezface that connects the RUT to LANS:

Xorp> show pimjoin

G oup Sour ce RP Fl ags
224.0.1.20 0.0.0.0 10.4.0.3 WC
Upstreaminterface (RP): dcl
Upstream MRI B next hop (RP): 10.2.0.2
Upstream RPF (*, G : 10.2.0.2
Upstream st at e: Joi ned
Join tiner: 52
Local receiver include WC. ..............
Joins RP: L
Joins M\C:. L. o....
Join state: L. o....

Prune state: L L.
Prune pending state: ... .. .. ... ...
| am assert wi nner state: ..............
| am assert |loser state: ..............
Assert winner W&, ...,
Assert lost WC. L.

Assert tracking We.  ..... O.0....
Coul d assert WC. L. Oo....
| amDkR L. O....

| mediate olist RP: ... .. .. .. . ...



I mediate olist W, ..., O....
I nherited olist SG  ..............
Inherited olist SGRPT:  ..............
PIMinclude WC. ... .. ... . ...,

e After TR1 sends the (*,G) Prune message to the RUT, the R@T gbould transmit an (*,G) Prune
message on LAN5S with the upstream neighbor address set to TR& interface that connects the
RUT to LAN3 should be removed from the set of joined inter&afoe the corresponding (*,G) routing
state; as a result, this routing state should be removed.

e After TR1 sends its second (*,G) Join message to the RUT,dbeltrshould be same as when TR1
sent its first (*,G) Join message.

e After TR2 sends the (*,G) Join message to the RUT, the interthat connects the RUT to LAN4
should be added to the set of joined interfaces for the qooreting (*,G) routing state; however, the
RUT itself should not transmit an (*,G) Join message as dtrekthat join:

Xor p> show pimjoin

G oup Sour ce RP Fl ags
224.0.1. 20 0.0.0.0 10.4.0.3 WC
Upstreaminterface (RP): dcl
Upstream MRI B next hop (RP): 10.2.0.2
Upstream RPF (*, G : 10.2.0.2
Upstream st at e: Joi ned
Join tinmer: 6
Local receiver include WC. ..............
Joins RP:
Joins M\C. L. OO0....
Join state: ... 00o....

Prune state: L L.
Prune pending state: ..., . ...
| am assert winner state: ..............
| am assert loser state: ..............
Assert winner W&, L.,
Assert lost WC. L.

Assert tracking We. ..., 0.0....
Coul d assert WC. ..., OO0....
| amDR L. O....
I mediate olist RP: ... ... . .....
| mediate olist We. ..., 0Oo....

I nherited olist SG ... .. ... ...
Inherited olist SGRPT:  ..............
PIMinclude WC. ..

e After TR2 sends the (*,G) Prune message to the RUT, the aterthat connects the RUT to LAN4

should be removed from the set of joined interfaces for theesponding (*,G) routing state; however,
the RUT itself should not transmit an (*,G) Prune messagerasudt of that prune:
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Xor p> show pimjoin

Gr oup Sour ce RP Fl ags
224.0.1. 20 0.0.0.0 10.4.0.3 WC
Upstreaminterface (RP): dcl
Upstream MRI B next hop (RP): 10.2.0.2
Upstream RPF (*, G : 10.2.0.2
Upstream st at e: Joi ned
Join tiner: 4
Local receiver include WC. ..............
Joins RP. L
Joins M\C. L. Oo....
Join state: L. o....

Prune state: L L.
Prune pending state: ..., ... .. ..
| am assert winner state: ..............
| am assert loser state: ..............
Assert winner W&, L. ...,
Assert lost WC. L.

Assert tracking We. ..., O.0....
Coul d assert Wo.  ........ o....
| amDR ... O....
I mediate olist RP: ... ... . .....
| mediate olist W&, ..., o....

I nherited olist SG ..............
Inherited olist SGRPT:  ..............
PIMinclude WC. ... L.

Part B:

e Until after TR1 sends the (*,G) Join message, the resultaldhme same as in Part A.

e After the RUT receives the (*,G) Join message, it should stansmitting itself (*,G) Join messages
on LANS with the upstream neighbor address set to TR4: onesageseveryt _peri odi ¢ (60
Secs).

Part C:

e Until after TR1 sends the (*,G) Join message, the resultaldhme same as in Part A.

e After the RUT receives the (*,G) Join message, it shouldgmahitself an (*,G) Join message on
LANS5 with the upstream neighbor address set to TR4. The JomefTin the corresponding (*,G)
state to send the next message should be getp@r i odi ¢ (60 secs):

Xor p> show pimjoin
Gr oup Sour ce RP Fl ags
224.0.1. 20 0.0.0.0 10.4.0.3 WC
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Upstreaminterface (RP): dcl

Upstream MRI B next hop (RP): 10.2.0.2
Upstream RPF (*, G : 10.2.0.2
Upstream st at e: Joi ned

Join tiner: 58

Local receiver include WC. ..............
Joins RP:
Joins M\C. ... O....
Join state: ... O....
Prune state: L L.
Prune pending state: ... .. ... ...
| am assert winner state: ..............
| am assert loser state: ..............
Assert winner W&, ...
Assert lost WC. L.,

Assert tracking We. ..., O.0....
Coul d assert WC. ..., O....
| amDR L. O....
I mediate olist RP: ... . ... . .....
| mediate olist W&, ..., o....

I nherited olist SG ... .. ... ...
I nherited olist SGRPT:  ..............
PIMinclude WC. ...

e After TR3 sends the (*,G) Join message to TR4, it should ®gspthe generation of the (*,G) Join
message at the RUT by increasing the Join Timer in the cayrelipg (*,G) state td _j oi nsuppr ess
(see the protocol specification for description of its value

Xor p> show pimjoin

Group Sour ce RP Fl ags
224.0.1. 20 0.0.0.0 10.4.0.3 WC
Upstreaminterface (RP): dcl
Upstream MRI B next hop (RP): 10.2.0.2
Upstream RPF' (*, G : 10.2.0.2
Upstream st at e: Joi ned
Join tinmer: 81
Local receiver include WC. ..............
Joins RP: L
Joins M\C. L. Oo....
Join state: L. o....

Prune state: L L.
Prune pending state: ..., ... .. ..
| am assert winner state: ..............
| am assert loser state: ..............
Assert winner W&, L.,



Assert | ost WC
Assert tracking
Coul d assert WC
I am DR

| mredi at e ol i st
| mredi ate ol i st
I nherited oli st
I nherited oli st
PI M i ncl ude WC:

WC:

RP:
WC:
SG

SG _RPT:

e While TR3 keeps sending (*,G) Join messages to TR4, the Rdiildmot generate (*,G) Join mes-

sages on its own.

e When the test is repeated with the T-bit set, the (*,G) Joissages sent by TR3 should not suppress
the (*,G) Join messages generated by the RUT. In other waftis,the RUT receives the (*,G) Join
message, it should start transmitting itself (*,G) Join sages on LANS with the upstream neighbor
address set to TR4: one message everyer i odi ¢ (60 secs).

Part D:

e Until before TR3 sends the (*,G) Prune message, the rewdtdd be same as in Part C (right before

TR3 sends the (*,G) Join message).

e After TR3 sends the (*,G) Prune message to TR4, the Join Timre RUT for the corresponding
(*,G) state should be decreasedttoover ri de (rand(0, 2.5) secs). As a result, the RUT should
generate almost immediately an (*,G) Join message to TR4.

e After that the RUT should continue transmitting (*,G) Joiessages to TR4 as normal: one message
everyt _peri odi ¢ (60 secs).

Part E:

e Until before the MRIB is changed, the results should be sasnie Bart C (right before TR3 sends the

(*,G) Join message).

e After the MRIB is changed, the RUT should send an (*,G) Prumssage to TR2 (the old upstream
router toward the RP), and right after that it should send*d@)(Join message to TR3 (the new
upstream router toward the RP). The corresponding (*,G¢ stathe RUT should indicate the new
upstream router, and the Join Timer should be sét foer i odi ¢ (60 secs):

Xor p> show pimjoin

G oup Sour ce

224.0.1. 20 0. 0.

Upstreaminterface (RP):

0.0

Upstream MRI B next hop (RP): 10.2.0.3

Upstream RPF’ ( *,
Upstream st at e:

O

RP Fl ags
10.4.0.3 WC
dc1l
10.2.0.3
Joi ned
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Join tiner: 56
Local receiver include WG ..............

Joins RP: .
Joins WC. ... O....
Join state: ... O....

Prune state: L L.
Prune pending state: ..., ... .. ..
| am assert winner state: ..............
| am assert loser state: ..............
Assert winner W&, ... ...,
Assert lost WC. L.

Assert tracking We. ..., O.0....
Coul d assert WC. ..., O....
| amDR L. O....
I mediate olist RP: ... ... . .....
| mediate olist We. ..., O....

I nherited olist SG  ..............
Inherited olist SGRPT:  ..............
PIMinclude WC. ... L.

e After that the RUT should continue transmitting (*,G) Joiessages to TR3 as normal: one message
everyt _peri odi ¢ (60 secs).

Part F:

e Until before TR4 is restarted, the results should be sameRarit C (right before TR3 sends the (*,G)
Join message).

e After TR4 is restarted, the Join Timer in the RUT for the cep@nding (*,G) state should be decreased
tot _overri de (rand(0, 2.5) secs). As a result, the RUT should generatestlimmediately an
(*,G) Join message to TR4.

e After that the RUT should continue transmitting (*,G) Joiessages to TR4 as normal: one message
everyt _peri odi ¢ (60 secs).

Part G:

e Until before RPF'(*,G) is changed, the results should beesasin Part C (right before TR3 sends
the (*,G) Join message).

e After RPF'(*,G) is changed, the Join Timer in the RUT for therresponding (*,G) state should
be decreased tb_overri de (rand(0, 2.5) secs). As a result, the RUT should generatesilm
immediately an (*,G) Join message to TR3. The RPF'(*,G) fa torresponding (*,G) state should
be set to TR3:

Xor p> show pimjoin
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G oup Sour ce RP Fl ags

224.0.1.20 0.0.0.0 10.4.0.3 WC
Upstreaminterface (RP): dcl
Upstream MRI B next hop (RP): 10.2.0.2
Upstream RPF (*, G : 10.2.0.3
Upstream st at e: Joi ned
Join tinmer: 58
Local receiver include WC. ..............
Joins RP:
Joins M\C. L. Oo....
Join state: L. o....

Prune state: L L.
Prune pending state: ..., ... ...,
| am assert wi nner state: ..............
| am assert |oser state: ..... O.......
Assert winner WC. ... ...
Assert lost WC. L.

Assert tracking WC. ..., O.0....
Coul d assert WC. ..., O....
| amDR L. O0O....
I mediate olist RP: ... . ... . .....
| mediate olist We.  ........ O....

| nherited olist SG . ...... ... ....
I nherited olist SGRPT:  ..............
PIMinclude WC. ..

e After that the RUT should continue transmitting (*,G) Joirssages to TR3 as normal: one message
everyt _peri odi ¢ (60 secs).

Possible Problems:in Part E, after the MRIB is changed, the (*,G) Join messagghtriie sent before
the (*,G) Prune message. In Part G, if the Assert generatéltR3yis not preferred when compared to the
assert metric of TR4, the RPF'(*,G) in the RUT will not be ched.
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4.7 Sending (S,G) Join/Prune Messages

Purpose: Verify that (S,G) Join/Prune messages are sent properly.
References:

e draft-ietf-pim-sm-v2-new-05 — Section 4.5.7

Discussion:If a router receives an (S,G) Join/Prune message, it maytogedpagate it toward the source.
A router should monitor its upstream interface for messdges other routers on that subnet, and if it sees
an (S,G) Join to the correct upstream neighbor, it shoulprags its own (S,G) Join message. If it sees an
(S,G) Prune, it should override that prune by sending an)($o{& almost immediately. If a router sees the
Generation ID of the correct upstream neighbor change,dbter should refresh the state by sending an
(S,G) Join almost immediately. In addition, if the MRIB clgas to indicate that the next hop towards the
source has changed, the router should send an (S,G) Pruaktothie old next hop, and send an (S,G) Join
towards the next hop router.

Test Setup:Connect the RUT, TR1, TR2, TR3, TR4, and S1 according to Eiguf. In all tests, configure
the RUT such that the next-hop router toward LANG is TR4, smistated otherwise.

LAN1 TR1 LAN3

RUT LANS TR4 LANG @

LAN2 TR? LAN4

TR3

Figure 4.7: Sending (S,G) Join/Prune Messages test setup

Procedure:
Part A: JoinDesired(S,G}= True/False transaction.

1. Configure TR4 as the RP. Start the RUT, TR1, TR2, and TR4edessary, wait until the RP-set in
the RUT, TR1, TR2, and TR4 converges.

2. Start observing the (S,G) Join/Prune messages trargmigtthe RUT on LANS.
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3. Compose an (S,G) Join message at TR1 with the S addresstisetaddress of S1, and send it to the
RUT. TheJd/ P_Hol dTi e of the message should be set to its default value (210 secs).

4. Compose an (S,G) Prune message at TR1 with the S addrasstsetaddress of S1, and send it to
the RUT. Thel/ P_Hol dTi ne of the message should be set to its default value (210 secs).

5. Compose an (S,G) Join message at TR1 with the S addresstisetaddress of S1, and send it to the
RUT. TheJd/ P_Hol dTi e of the message should be set to its default value (210 secs).

6. Compose an (S,G) Join message at TR2 with the S addresstisetaddress of S1, and send it to the
RUT. TheJd/ P_Hol dTi e of the message should be set to its default value (210 secs).

7. Compose an (S,G) Prune message at TR2 with the S addrdedisetaddress of S1, and send it to
the RUT. Thel/ P_Hol dTi e of the message should be set to its default value (210 secs).

Part B: (S,G) Join Timer expiration.

1. Configure TR4 as the RP. Start the RUT, TR1, and TR4. If margswait until the RP-set in the
RUT, TR1, and TR4 converges.

2. Start observing the (S,G) Join/Prune messages traedryjtthe RUT on LANS.

3. Compose an (S,G) Join message at TR1 with the S addresstisetaddress of S1, and send it to the
RUT. Thed/ P_Hol dTi ne of the message should be set to its default value (210 secs).

4. Keep observing the (S,G) Join/Prune messages trandtjtthe RUT on LANS for at least/ P_Hol dTi ne
(210 secs).

Part C: See (S,G) Join message to RPF'(S,G).

e Configure TR4 as the RP. Start the RUT, TR1, TR3, and TR4. léssary, wait until the RP-set in
the RUT, TR1, TR3, and TR4 converges.

e Configure the RUT such that the T-bit in LAN Prune Delay Hellation in the Hello messages sent by
the RUT on LANS is not seti ., joins suppression is not disabled). The T-bit in the Hellssages
of TR3 and TR4 can be of any value.

e Start observing the (S,G) Join/Prune messages transrhittdte RUT on LANS.

e Compose an (S,G) Join message at TR1 with the S address Betaddress of S1, and send it to the
RUT. Thed/ P_Hol dTi ne of the message should be set to its default value (210 secs).

e Compose an (S,G) Join message at TR3 with the S addressisetaddress of S1, and send itto TR4
on LANS. TheJ/ P_Hol dTi e of the message should be set to its default value (210 secs).

e Everyt peri odi c (60 secs) compose an (S,G) Join message at TR3 with the Ssadudteto the
address of S1, and send it to TR4 on LAN5. TheP_Hol dTi e of the message should be set to
its default value (210 secs).

e Keep observing the (S,G) Join/Prune messages transmyttbé RUT on LANS for atleasi/ P_Hol dTi ne
(210 secs).

92



e Repeat the whole test, but this time by configuring the RUT3,Tahd TR4 such that the T-bit in LAN
Prune Delay Hello Option is seit€., joins suppression is disabled).

Part D: See (S,G) Prune message to RPF'(S,G).

e Configure TR4 as the RP. Start the RUT, TR1, TR3, and TR4. léssary, wait until the RP-set in
the RUT, TR1, TR3, and TR4 converges.

e Start observing the (S,G) Join/Prune messages transrhittdte RUT on LANS.

e Compose an (S,G) Join message at TR1 with the S address Betaddress of S1, and send it to the
RUT. TheJ/ P_Hol dTi ne of the message should be set to its default value (210 secs).

e Compose an (S,G) Prune message at TR3 with the S addressisetaddress of S1, and send it to
TR4 on LANS. Theld/ P_Hol dTi e of the message should be set to its default value (210 secs).

e Keep observing the (S,G) Join/Prune messages transmyttteé RUT on LANS for atleasi/ P_Hol dTi ne
(210 secs).

Part E: MRIB.nexthop(S) Changes.

e Configure TR4 as the RP. Configure the RUT such that the nextdwter toward S1 is TR4. Start
the RUT, TR1, TR3, and TR4. If necessary, wait until the RPis¢he RUT, TR1, TR3, and TR4
converges.

e Start observing the (S,G) Join/Prune messages transrhiftéee RUT on LANS.

e Compose an (S,G) Join message at TR1 with the S address Betdddress of S1, and send it to the
RUT. TheJd/ P_Hol dTi e of the message should be set to its default value (210 secs).

e Change the MRIB in the RUT such that the next-hop router tdvé&r is TR3.

e Keep observing the (S,G) Join/Prune messages transmyttbé RUT on LANS for atleasi/ P_Hol dTi ne
(210 secs).

Part F: RPF'(S,G) GenlID Changes.

e Configure TR4 as the RP. Start the RUT, TR1, TR3, and TR4. léssary, wait until the RP-set in
the RUT, TR1, TR3, and TR4 converges.

e Start observing the (S,G) Join/Prune messages transrittdte RUT on LANS.

e Compose an (S,G) Join message at TR1 with the S address Betaddress of S1, and send it to the
RUT. TheJd/ P_Hol dTi e of the message should be set to its default value (210 secs).

e Quit TR4 (.e.,stop it without graceful shutdown), and start it immediatel

e Keep observing the (S,G) Join/Prune messages transmyttté RUT on LANS for atleasi/ P_Hol dTi ne
(210 secs).
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Part G: RPF'(S,G) Changes.

Configure TR4 as the RP. Configure the RUT such that the ngxrdwter toward S1 is TR4. Start
the RUT, TR1, TR3, and TR4. If necessary, wait until the RPis¢he RUT, TR1, TR3, and TR4
converges.

Start observing the (S,G) Join/Prune messages transrbittéree RUT on LANS.

Compose an (S,G) Join message at TR1 with the S address ketaddress of S1, and send it to the
RUT. Thed/ P_Hol dTi ne of the message should be set to its default value (210 secs).

Trigger changing of RPF'(S,G) at the RUT to TR3 by composing$,G) Assert message at TR3
with RPT-bit, metric and metric preference set to zero, amdisg it on LANS.

Keep observing the (S,G) Join/Prune messages transmyttteé RUT on LANS for atleasi/ P_Hol dTi ne
(210 secs).

Part H: See (S,G,rpt) Prune message to RPF'(S,G).
This part is same as Part D, except that TR3 sends to TR4 (%) Bnune instead of (S,G) Prune.

Part I: See (*,G) Prune message to RPF'(S,G).
This part is same as Part D, except that TR3 sends to TR4 (f,@¥eRnstead of (S,G) Prune.

Observable Results:
Part A:

e After TR1 sends its first (S,G) Join message to the RUT, the R&&lf should transmit an (S,G) Join

message on LAN5 with the upstream neighbor address set to TRé interface that connects the
RUT to LAN3 should be added to the set of joined interfacestlier corresponding (S,G) routing
state; the incoming interface for that state should be ttezface that connects the RUT to LANS:

Xorp> show pimjoin

G oup Sour ce RP Fl ags
224.0.1.20 10.4.0.2 10.4.0.3 SG
Upstreaminterface (S): dcl
Upstreaminterface (RP): dcl
Upstream MRI B next hop (RP): 10.2.0.2
Upstream MRI B next hop (S): 10.2.0.2
Upstream RPF' (S, G : 10.2.0.2
Upstream st at e: Joi ned
Join tiner: 53
Local receiver include WC. ..............
Local receiver include SG ..............
Local receiver exclude SG ..............
Joins RP.: L
Joins WC. L
Joins SG L. Oo....
Join state: ... o....



Prune state: L L.
Prune pending state: ..., ... ...,
| am assert winner state: ..............
| am assert loser state: ..............
Assert winner W&, ...
Assert winner SG ...,
Assert lost WC. L.
Assert lost SG ...
Assert lost SG RPT: ... ........
Assert tracking SG ~ ..... O.0....
Coul d assert WC. ...
Coul d assert SG ...
| amDR L. O0....
Imediate olist RP. ... ... .....
I mediate olist We. ... ...
| mediate olist SG  ........ O....
| nherited olist SG  ........ O....
Inherited olist SGRPT:  ..............
PIMinclude WC. ... . ... ...,
PIMinclude SG ... .. .. .. ...
PI M exclude SG ... ..

e After TR1 sends the (S,G) Prune message to the RUT, the REIT $tsould transmit an (S,G) Prune
message on LAN5 with the upstream neighbor address set to TRé interface that connects the
RUT to LAN3 should be removed from the set of joined interfafm the corresponding (S,G) routing
state; as a result, this routing state should be removed.

e After TR1 sends its second (S,G) Join message to the RUTethdt should be same as when TR1
sent its first (S,G) Join message.

e After TR2 sends the (S,G) Join message to the RUT, the icteitfzat connects the RUT to LAN4
should be added to the set of joined interfaces for the qooreting (S,G) routing state; however, the
RUT itself should not transmit an (S,G) Join message as # fghat join:

Xor p> show pimjoin

Group Sour ce RP Fl ags
224.0.1.20 10.4.0.2 10.4.0.3 SG

Upstreaminterface (S): dcl

Upstreaminterface (RP): dcl

Upstream MRI B next hop (RP): 10.2.0.2

Upstream MRI B next hop (S): 10.2.0.2

Upstream RPF (S, G : 10.2.0.2

Upstream st at e: Joi ned

Join tiner: 2

Local receiver include WC. ..............
Local receiver include SG ..............



Local receiver exclude SG ..............

Joins RP:
Joins WC. L
Joins SG ... 0O0....
Join state: ... 0O0....

Prune state: L L.
Prune pending state: ..., ... .. ..
| am assert winner state: ..............
| am assert loser state: ..............
Assert winner W&, ... ...,
Assert winner SG ...,
Assert lost WC. L.
Assert lost SG L. ...
Assert lost SG RPT: . .............
Assert tracking SsG ~ ..... 0.0....
Coul d assert WC. ...
Coul d assert SG ...
| amDR L. O....
I mediate olist RP: ... . ... . .....
| mediate olist WC&. ... ...
| mediate olist SG  ...... 0O0....
| nherited olist SG ~ ...... 0O0....
Inherited olist SGRPT:  ..............
PIMinclude WC. ... . ... ...,
PIMinclude SG ... .. ... . ...,
PI M exclude SG ... ..

e After TR2 sends the (S,G) Prune message to the RUT, theaotethat connects the RUT to LAN4
should be removed from the set of joined interfaces for theesponding (S,G) routing state; however,
the RUT itself should not transmit an (S,G) Prune messageesu#t of that prune:

Xorp> show pimjoin

G oup Sour ce RP Fl ags
224.0.1.20 10.4.0.2 10.4.0.3 SG

Upstreaminterface (S): dcl

Upstreaminterface (RP): dcl

Upstream MRI B next hop (RP): 10.2.0.2

Upstream MRI B next hop (S): 10.2.0.2

Upstream RPF' (S, G : 10.2.0.2

Upstream st at e: Joi ned

Join tiner: 3

Local receiver include WC. ..............
Local receiver include SG ..............
Local receiver exclude SG ..............
Joins RP:



Joi ns WC:
Joi ns SG

Join state:
Prune state:
Prune pendi ng state:

| am assert w nner state:

| am assert |oser state:

Assert w nner WC

Assert W nner

